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Abstract

Voice-activated virtual assistants, such as Amazon Alexa, Apple’s Siri and Google Assistant, are

making their way into more and more households around the world as they are easy to use and

provide a lot of functionality to help users on their daily basis – all while maintaining a friendly

and non-robotic charisma. However, the growing awareness of their “always-listening” nature

is instilling distrust in people making them shy away from using a virtual assistant. I focused

on one of the most widely used smart assistants – Amazon Alexa. The aim of this report is

to provide an overall security assessment of Alexa by considering all of its components and

subsystems. I enumerate and extend all known attacks on Alexa as well as present new ways

of exploiting its vulnerabilities. Namely, I show how users can be tricked into revealing their

personal information to a seemingly innocent skill and how their credentials can be phished

through a spoofed login page. I also show how all Echo and Echo Dot devices sold from 2nd

hand can be compromised to obtain users’ private conversations. I performed a structured risk

assessment of all attacks to show that the “always-listening” nature of Alexa is not by far the

biggest privacy concern. Rather, I find that the root of many attacks lies in a flawed vetting

process and, as unfortunately is the case in many software systems, the users themselves.
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1 Introduction

Smart assistants now come in all shapes and sizes – as a software only agent like Apple’s Siri

and Microsoft’s Cortana, embedded in smart speakers like MyCroft and Google Assistant, and

even as a little pet robot like Anki’s Vector. However, in this report I will focus on by far the

most popular smart assistant, Amazon Alexa.

Amazon Alexa was first launched in September 2014 [7]. Its popularity started rapidly

increasing in 2017 [8] and today, it holds over 60% of the US market and almost 40% of the

global market share [9]. Since Alexa can run on many different devices, it has successfully made

its way into millions of homes, offices and even hotel rooms [10]. With the widespread use of

Alexa, users are becoming increasingly worried about its security and privacy. Hence, there is

an increasing need for a formal verification of the service’s security measures, which would help

people trust in these devices and their providers.

Thus, this report focuses on identifying and analysing security flaws of the Amazon Alexa

service that is running on an Echo Dot (2nd generation). I will attempt to enumerate, extend

and evaluate a range of attacks that are still possible at the time of writing as well as present

novel findings and attacks. I will follow the same risk rating methodology for all the attacks to

gain a clearer picture of which part of the Alexa ecosystem is most vulnerable.

I will mostly take a look at how a third-party adversary can exploit Alexa and not at how

exactly Amazon can exploit the users’ data as this would require an insight into Amazon’s

proprietary internal architecture which I do not have. I will, however, make some observations,

that can be deduced indirectly from other evidence, about this architecture.

1.1 Contribution

The main contributions of my work can be summarised as follows:

• I extended some of the known attacks to further explore their potential.

• I show how an attacker can very easily spoof Amazon login page and trick Alexa users to

phish their credentials.

• I show how all Echo and Echo Dot devices sold from 2nd hand can be compromised with

a small and cheap listening device.
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• I uniformly assessed all known and newly discovered attacks to provide a structured overall

security rating of Alexa.

• I suggest a range of mitigation techniques for a range of vulnerabilities.

1.2 Report Structure

In Chapter 2, I will first present the basics of Alexa and its ecosystem and provide an analysis

of relevant literature. Then, in Chapter 3, I will state the ethical consideration I was adhering

to throughout the project and explain some issues I had on the way. Then, I will present

the methodologies used in Chapter 4 which will be followed by the first step of penetration

testing – reconnaissance (in Chapter 5). After describing the details of the ecosystem, I list the

security requirements (in Chapter 6) that will have to be satisfied in order to deem Alexa as a

secure system. In Chapters 7 and 8, I describe all the attacks and then use that to provide a

structured evaluation. I provide the possible procedures that would mitigate or prevent such

attacks in Chapter 9 and then conclude the report and suggest some future research directions

in Chapter 10.

1.3 Dictionary

To make the report more concise and easier to read, I will be using the following abbreviations:

• Alexa: Amazon Alexa service, a virtual assistant developed by Amazon.

• Cloud: Amazon’s servers where the “brain” of Alexa resides. This is where all text

processing and response generation takes place.

• Dot: Amazon Echo Dot (2nd generation), a smart speaker developed by Amazon with

Alexa service built-in that I will be using in my tests.

• App: Amazon Alexa mobile application (the application is available for Android and iOS,

but I will be using the Android version).

• User: The person who is using Alexa and has no malicious intent, i.e. a normal everyday

user of Alexa.
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2 Background

Alexa is one of the most popular virtual assistants currently on the market [9] and has been

integrated into various products, such as Amazon Echo devices, Amazon Loop (a ring) and

Amazon Frames (glasses) [11]. Regardless of the type of the device, the idea is that the user

uses their voice to tell Alexa what to do or ask a question to which Alexa replies by playing a

response back to the user. I will describe how this works in the sections below.

Voice-activated assistants are always listening for a wake-up word, which means that they

need to continuously process short recordings to see if they match the specific wake-up word.

Since increasingly more people are learning about this “always-listening” nature of Amazon’s

smart speakers, as well as the amount of data Amazon is gathering about its users, there is a

raising concern about how this data is actually used and if Amazon devices can somehow be

breached in order to obtain sensitive personal information. Another concern is that once an

attacker gains control over Alexa, they also gain control over all other connected devices, such

as smart light bulbs and smart plugs as well as the more critical ones, such as smart locks.

This project will try to address these concerns by evaluating security risks of known exploits,

attempting to uncover new ones and assessing their feasibility. In my tests, I will try to obtain

the information, that I believe is most valuable for adversaries:

• Amazon account details: Such as credentials, addresses, credit card details, etc.

• Credentials of linked accounts: In order to use them, some skills require users to link

their other accounts (e.g. an Uber account) to Alexa.

• Private conversations: In some cases, an adversary could find users’ private conversa-

tions valuable (e.g. business secrets).

• Usage statistics: Gaining an insight into the usage patterns could help an adversary to

decide what is the best time, for example, to break in or conduct other attacks.
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2.1 Amazon Alexa

Amazon Alexa is a cloud-based voice-activated virtual assistant. Alexa can, either through a

smart speaker, the App or a web interface record a user’s voice command and send it to the

cloud-based voice processing. It then receives a computer-generated recording of a response

which is played back to the user.

When Alexa first came out, it could only understand some simple commands, e.g. to play

music, answer simple questions or add items to the lists. However, with the development of

Alexa skills (see Section 2.2.4), Alexa became smarter, meaning that the users can complete

more complex tasks by using just their voice. Alexa’s abilities increased rapidly since the

introduction of Alexa Skills Kit in 2015 [12], which enabled developers all around the world to

create new skills for Alexa. All the Skills Stores across various countries now contain more than

100,000 skills in total [13].

Today, users can use Alexa for playing music, completing online purchases, calling people

and sending messages. Furthermore, Alexa also supports some more advanced features [7]. For

example:

• Voice recognition enables Alexa to differentiate between multiple users in the household

and offer them tailored responses.

• Routines enable users to trigger multiple tasks with just one command.

• Memory allows Alexa to remember what users ask her to remember so they can retrieve

this information later.

2.2 Alexa Ecosystem

Alexa ecosystem consists of the following components:

• Alexa-enabled device: This is commonly one of Amazon devices, but it can also be

the App or any other product with Alexa integrated into it (it does not need to be an

Amazon product). Such device records a user’s utterance and sends it to the Alexa Cloud.

It then waits for a response and plays it back to the user.

• Alexa Cloud: This is where the Alexa’s “brain” is located. It transcribes voice commands

into text using machine learning and then infers the user’s intentions using natural language

processing. Then, the relevant parts of the transcription are either sent to Amazon’s skill

servers or to a third-party skill server, depending on where the skill is hosted.
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• Skill servers: These servers (either Amazon’s or third-party) receive the relevant parts

of users’ utterances with some meta data and can then request further information from

external APIs. All of this is combined into a text response and sent back to the Cloud.

• Skills: Skills are applications that produce a response based on the command given. They

can be either native skills, designed by Amazon, or third-party skills designed by other

developers.

• User’s Amazon account: In order to use Alexa, all users need an active Amazon

account, which is usually the same one as used for online shopping on the Amazon website.

This account is used to register Alexa devices. Users can access their accounts through the

App or through a website where they can manage their enabled skills, skills’ permissions,

delete old voice recordings and similar.

Figure 2.1: Alexa ecosystem (taken from [1]).

2.2.1 Amazon Echo and Amazon Echo Dot

Most widely used Alexa devices are Amazon Echo and Amazon Echo Dot devices that come

with Alexa built in. They use omnidirectional microphones that can pick up a user’s voice

from anywhere in the room [14]. They are both smart speakers, which means they are always

listening for the so-called wake-up word (or wake-word). By default, this is set to be “Alexa”,

but it can also be changed to “Amazon”, “Echo” or “Computer” [10]. Only once the device

recognises the wake-up word it starts recording and communicating with the Cloud so only the
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wake-up word recognition is executed on the device itself. All other commands are processed in

the Cloud [15].

In my testing, I will be using an Amazon Echo Dot (2nd generation) which is smaller and

cheaper compared to an Amazon Echo device. Since most of the processing in Alexa happens

in the Cloud, there are only a few attacks possible specifically on the Dot. Most of large scale

attacks can be conducted irrespective of the device a target user is using.

2.2.2 Alexa Cloud

Alexa resides on Amazon servers and is part of Amazon Voice Services (AVS) which I will refer

to simply as the Alexa Cloud. Its main tasks are to transcribe the voice recordings into text,

infer the users’ intention and send the relevant parts of commands to the correct skill server

for further processing. Voice transcription is not a trivial process because of background noise,

different accents, nuances and various ways of forming a sentence with the same meaning in

spoken language.

Thus, Amazon first performs some acoustic transformation of the recoding to extract only

the vital user utterance. Then, the recording passes through Automatic Speech Recognition

(ASR) which uses machine learning to convert the audio into text [15]. Alexa uses a one-to-one

mapping when transcribing commands, meaning it does not perform any post processing (e.g.

removing redundant phrases such as any unnecessary “the” and “um”), which could improve its

accuracy [16].

Next, this text is processed by Natural Language Understanding (NLU) which infers the

user’s intention [15]. The Intent Manager recognises which skill the user wants to invoke

(invocation might be implicit) and maps the relevant parts of the command to the slots (see

Section 2.2.4). This is achieved by matching the user’s utterance to the utterance patterns

specified by the skill [17]. If the intention cannot be inferred, the Intent Manager requests more

information from the user.

Once the command is understood, it is sent to the correct skill server for further processing

which, then, returns a response in plaintext or in form of Speech Synthesis Markup Language

which can be understood by a text-to-speech (TTS) system [9]. The text response is then passed

through the Natural Language Generation (NLG) algorithm [15] where it is converted into a

recording of a spoken language which is played back to the user.
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2.2.3 Skill Servers

There are two types of skill servers: developers can choose to host their skills on either Amazon

servers or on their own server. If the skill is hosted on an Amazon server, it is called a lambda

function which is created as part of Amazon Web Services (AWS) platform, but if a developer

decides to host a skill on their own server then they must support HTTP over SSL/TLS

connection and implement some other security verifications [18].

The Cloud only sends the most basic meta data to these servers and some details about the

current skill session (e.g. which slots have already been elicited and their values).

2.2.4 Skills

A skill is an application that processes the meta data obtained from the user’s utterance and

produces a response. Each skill is identified by its invocation name and can perform different

actions, called intents [17]. Each intent has a set of utterance patterns (or sample utterances)

which the Cloud will try to match. These patterns can contain some placeholders, called

slots [17]. These are arguments (optional or required) that give more information about the

intent. Some intents are created by default, for example a StopIntent to stop the skill’s execution.

These usually have a predefined set of utterance patterns created by Amazon.

Native skills are developed by Amazon, but a lot of Alexa’s capabilities come from third-party

skills. Anyone can build an Alexa skill using Amazon Skills Kit. The advantage of it is that

developers do not even need an Alexa device to test their skill. Since most of the processing is

done in the Cloud, they can test their skill through a web-based interface and still be sure it

will work correctly on all Alexa devices.

2.3 Literature Review

There is a number of resources that focus on a more overall review of Alexa and other smart

assistants, but there are even more studies that only focus on a specific aspect of these assistants.

Different research teams use different methodologies and evaluation standards, so this report

will also address this issue by uniformly presenting and assessing each of the vulnerabilities

found.

Papers [15, 19, 20] describe a large variety of attacks and vulnerabilities for which they also

provide possible mitigation techniques. Paper [19] only focuses on Alexa, while the other two

also describe attacks found in other voice assistants which I will analyse to see if they apply
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to Alexa as well. They demonstrated PIN brute force and indecipherable sound attacks and

also showed that voice SQL injection and packet replay attacks are not possible. Paper [15]

described many vulnerabilities on Alexa and other similar smart assistants and pointed out

which studies focused on each of them. Thus, it was also a very good source for locating other

papers. They also provided an extensive list of countermeasures which will be summarised in

Chapter 9. Paper [20] compares Amazon Echo, Google Home and some other lesser-known

smart assistants and explores if attacks, such as rooting smart speakers, BlueBorne and Dolphin

attacks, are possible on any of them. Most of these attacks are not possible on Alexa; I described

them in some more detail in Section 7.17.

Paper [21] compares basic functionality of popular voice assistants, such as Alexa, Siri,

and Cortana. Interestingly, they suggested that such assistants can benefit dementia sufferers

because they can repeatedly answer the same questions without losing patience. However, they

concluded that many of these assistants will need to improve their security measures before they

can be used for anything that requires confidentiality.

Paper [10] compared security of Alexa and Google Assistant and found that the biggest

“threat” are the other users who can interact with a smart speaker.

Other papers mainly focus on one of the research topics below. I only briefly described

papers that talk about specific attacks. I will give a detailed description of their findings in

Chapter 7 so that all information about attacks is condensed in the same part of the report.

Network

By recording the network traffic, researchers [22] found that in a 21-day experiment Alexa

recorded 33 conversations that were not meant directly at it, about 35% of which were human

conversations.

A recent research [6], compared the vetting processes of Alexa and Google Assistant and

found that both vetting processes are insufficient and cannot ensure complete security since not

all developers’ mistakes can be detected. They also presented a new type of attack – a cloud

spoofing attack. This attack and more detailed findings will be presented in Section 7.14.

Privacy

There are several papers that focus specifically on how Amazon is ensuring Alexa’s privacy and

how this can be improved. Study [12] finds that 75% of all skills do not have a privacy policy,

and that even more skills have an improper one. Paper [23] finds that some skills in Google
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Assistant1 acquire personal user information through a voice interface – I will be checking if

this can happen on Alexa, too. Paper [24] explores various privacy issues, such as analysis of

usage patterns and how a possibility of Alexa accidentally recording some conversations implies

that users do not have a complete control over their voice data. Researchers in [25] propose

acoustic tagging, a special sound signal, as a mean of preventing accidental recordings; a voice

recording with an acoustic tag would be discarded by the Cloud.

User Perceptions

Understanding how end users interact with Alexa and other smart assistants could help highlight

the vulnerabilities that would otherwise be difficult to discover in a lab. Hence, a lot of reports

focus on analysing how people use these devices.

Papers [26, 27, 28] indicate that most users are not aware of how smart speakers function

and of the privacy controls they offer. Researchers in [26] further found that most people do not

think their recordings contain sensitive information, but they still find the current audio logs

management and other privacy features unacceptable. Paper [27] finds that most users are not

aware that skills can be developed by third parties, and that regular users are more likely to

assume such a skill is a native Alexa functionality. Researchers in [28] also found that smart

speakers are often placed in central locations in the users’ homes, and that the current security

controls are not aligned with the users’ needs; additionally, they found that a lot of users do not

perceive audio logs as a sufficient privacy control. Study [29] focused on finding the reasons why

the usage of smart assistants is spreading so quickly. They find that these assistants are mostly

used for utilitarian purposes and only rarely are they used for entertainment. Study [30] finds

that users perceive smart assistants most useful when the dialogues are shorter and when the

audio answers are supported with appropriate visual information on the devices’ screens.

Voice Interface

Various papers explore how the voice interface can be exploited. In particular, they proposed

attacks, such as skill squatting, skill masquerading, missense attacks, and similar. These attacks

seem to be the most likely candidates for performing large scale attacks and there are already

dozens of skills on the market that could be vulnerable to such attacks. Skill squatting targets

the speech-to-text translation and skill invocation algorithm [9, 31, 32]. Skill masquerading

involves imitating a smart assistant or another skill [32]. Missense attack can target either
1Skills in Google Assistant are properly called Actions.
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speech-to-text transcription or speech understanding; researchers found that sometimes an

utterance is correctly transcribed, but the matched command does not correspond to the

transcription [2]. An extreme case of this is sending a distorted command that is indecipherable

to a human, but is understood by smart assistants without a problem [3].

Additionally, researchers in [33] explored what data can be extracted from Alexa through

the voice interface; amongst others they find that it is possible to extract some of user’s

health information through the FitBit skill. This is possible mainly due to poor authentication

principles. Alexa’s authentication was found to be vulnerable by [34] as well, but they also

describe how it could be improved by detecting the user’s presence with a Wi-Fi signal.

Researchers in [35] analysed the correctness of answers of four smart assistants and how

natural they feel to the users and found that Alexa and Google Assistant win by far against

other tested assistants. Researchers in [36] found that smart speakers tend to be significantly less

reliable for other languages (compared to English). By comparing comprehension of common

medications, researchers found that Google Assistant shows a significant performance lead,

compared to Siri in the second place and Alexa only being third for understanding medication

names [16]. They suggest that there is still room for improvement for all three smart assistants.

Digital Forensics

Since Alexa is making its way into more and more households, the probability of it “witnessing” a

crime is increasing. Hence, researchers have started taking a closer look at how an Alexa-enabled

device could be used to obtain crucial evidence [1, 37]. Paper [38] also analyses possibilities

of such forensic searches and other Alexa’s privacy issues in relation to US law. Searching for

digital evidence often considers non-standard methods for accessing users accounts (provided

they have correct credentials), which might reveal more information about a user than the

normal web interface that users normally interact with.

Microphone Exploits

There exist two interesting attacks that exploit the smart speakers’ microphones directly. The first

one is called a Dolphin attack which uses inaudible sound signals to trigger a command [4, 39, 40]

and the second one uses strong light beams, usually lasers. The researchers that discovered this

attack called it Light Commands [5, 41, 42].
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3 Legal, Social, Ethical and

Professional Issues

3.1 Ethical Considerations

All the testing mentioned in this report was conducted on my own Echo Dot device and my

mobile phone. They were both connected to my local hotspot, so none of the penetration testing

traffic, such as scanning, left my local network. The only requests that were sent outside the

network are, naturally, the voice interactions with Alexa, which includes interactions with my

test skills. Even when these voice interactions were designed to test the capabilities of Amazon

voice recognition software, they did not cause any harm to Amazon. All my test skills were only

tested in development mode on my Amazon account and I did not attempt to publish them to

the Skills Store as this could be seen as an attempt to trick Amazon. Additionally, I was the

only user of Alexa during the testing, so I was only working with my own data.

3.2 BCS Code of Conduct

Throughout the project I followed The British Computer Society (BCS) Code of Conduct to

the best of my abilities. Even though I was conducting this security assessment on Amazon’s

systems, I only used my own devices in a way that it did not cause any damage to Amazon.

I also spent a lot of time at the start of the project learning about penetration testing before

conducting any actual tests in order to produce a reliable security assessment. In addition,

I carefully planned each test so that it would not violate any of the BCS Code of Conduct

principles.

3.3 Professional Issues

Since this was my first penetration testing task of an overall software system, I spent a good

amount of time at the beginning of the project learning and familiarising myself with various

ethical hacking techniques and principles. Subsequently, this left me with a bit less time that
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I would wish for for conducting all the known attacks in order to explore them further and

to see whether Amazon has already put any mitigation in place for them. Thus, I mainly

focused on extending attacks that, I believe, have not had their potential fully explored yet. For

example, I did not recreate a skill squatting attack as this attack has been shown numerous

times in literature. Instead, I only verified that this attack is still possible by looking at the

skills available in the Skills Store. On the other hand, I did implement skills for vishing and

phishing as these attack vectors have not been fully explored yet in literature. I believe this was

a reasonable decision as the main goal was to provide an evaluation of known attacks, rather

than just recreating them, and then attempt to discover new ones.

The other issue I had was the budget. Unfortunately, I could not extend attacks such as the

Dolphin and Light Commands attacks because they require very expensive equipment.
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4 Specification

The goal of this project was to assess the feasibility of known attacks on Alexa, including looking

at particular resources each attack requires, attempt to discover new attacks by thoroughly

following the standard penetration testing principles, and then conduct a risk assessment for the

assistant based on these attacks. Additionally, I spent some time researching vulnerabilities that

have been discovered in other smart assistants, for example, in Google Assistant, to familiarise

myself with how other providers are solving similar security issues. I will mention such techniques

used by other providers whenever they could be a good addition for Alexa, as well.

I hope that this report will contribute to the ongoing research about the security of smart

assistants.

I will be using two methodologies: one to guide my testing and one to use for consistent

security evaluation.

4.1 Testing Methodology

I will be following the CREST-PTES testing framework [43] since it is more applicable in my

case. Unlike the OWASP testing framework, where phases 1 through 4 are carried out before or

during the development of the system [44], CREST-PTES framework consists of three main

phases1 that can be carried out on an existing system:

• Phase 1 – Preparation: This step comprises of identification of target environments,

defining the purpose of the penetration testing and producing a requirements specification.

I presented the general working of Alexa in Sections 2.1 and 2.2. However, a more in-depth

reconnaissance is described in Chapter 5. I combined all this information into a list of

security requirements presented in Chapter 6.

• Phase 2 – Testing: This includes conducting the tests systematically and identifying

and exploiting vulnerabilities. I gave a description of the attacks found, including their

set-up and the equipment needed, in Chapter 7.

1These phases have some other steps in addition to the ones I specifies, but they are less applicable in my
case.

20



• Phase 3 – Follow-up: This contains remediating weaknesses and providing a detailed

report. I provide attacks evaluation in Chapter 8 and describe possible mitigation

techniques in Chapter 9.

4.2 Risk Assessment Methodology

After attacks and vulnerabilities are identified, I will use the OWASP Risk Rating Methodol-

ogy [45], to assess each likelihood and impact factor of each attack and vulnerability and

then combine these risk estimates into a final rating. Each risk rating is calculated as

Risk = Likelihood * Impact .

Likelihood estimate is an average of the following two groups of factors:

• Threat agent factors:

– Skill level
– Motive
– Opportunity
– Size (of a group of threat agents)

• Vulnerability factors:

– Ease of discovery
– Ease of exploit
– Awareness
– Intrusion detection

Impact estimate is an average of the following two groups of factors:

• Technical impact:

– Loss of confidentiality
– Loss of integrity
– Loss of availability
– Loss of accountability

• Business impact:

– Financial damage
– Reputation damage
– Non-compliance
– Privacy violation

Each of these factors will get an evaluation on a scale from 0 to 9, as specified in the Table 4.1.

After the testing, I had to modify the definition of some of these factors so that they fit better

to the needs of this security assessment. These details were described together with the results

of the risk assessment in Section 8.4.
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Likelihood and Impact Levels
0 to <3 Low
3 to <6 Medium
6 to 9 High

Table 4.1: The scale for estimating Likelihood and Impact levels.

The overall risk severity will be obtained by combining the likelihood and impact factors as

specified in the Table 4.2.

Overall Risk Severity
High MEDIUM HIGH CRITICAL

Medium LOW MEDIUM HIGHImpact
Low NOTE LOW MEDIUM

Low Medium High
Likelihood

Table 4.2: The overall severity is obtained by combining the Likelihood and Impact levels.

4.3 Testing Equipment

In my testing, I will be using my laptop that is running Ubuntu 18.04.4 LTS with the relevant

penetration testing tools installed (same tools as found on Kali Linux). I will be using Amazon

Echo Dot device – 2nd generation (Software Version number: 645584020), and Amazon Alexa

app (version: 2.2.326015.0) running on an Android phone (Android version 9).

Network tests will be conducted on my own Wi-Fi network.

I have an active Amazon account and an active AWS account.

I will be using techniques I learned from the online courses about ethical hacking [46] and

penetration testing [47, 48, 49], which explained the terms used in cyber security, how the

security policies are created, how to identify the attack vectors and structure a penetration

testing plan and how to carry out the testing using the basic penetration testing tools (e.g.

Nmap, Netcat, Metasploit).
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5 Reconnaissance

I already presented the basic workings of Alexa and its whole ecosystem in Sections 2.1 and 2.2.

Here, I provide more technical details that I discovered during the in-depth analysis of the

ecosystem. The goal of this analysis was to uncover the potentially vulnerable parts of the

ecosystem which I then attempted to exploit during the testing.

5.1 Echo Dot Hardware

In an attempt to uncover any hidden ports (e.g. debug ports) and to see what the Dot is doing

under the hood, I decided to open it up.

The only part of the housing that was using adhesive was a rubber pad at the bottom which

is probably used to reduce slippage of the Dot and protect it from vibrations. Under the pad the

Dot was held together with four torque screws. There was nothing holding other components of

the Dot together, which means the Dot can easily be re-assembled, including the rubber pad,

without leaving any marks on the housing.

Figure 5.1: All components of the Echo Dot.
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I did not notice any other ports but the Micro USB port for power supply and a 3.5 mm

AUX connector to connect an external speaker. The Dot is using 7 microphones, 6 placed

evenly on the outer edge and 1 placed in the centre. These microphones are used to identify the

direction from which the user is speaking and help to reduce background noise in the recordings.

The Dot uses 12 RGB LEDs which show various states of the Dot; e.g. when the Dot is listening

the LEDs turn blue. I also noticed that after Alexa is triggered, it will light a small area of the

LED ring closer to the user with a lighter blue than the rest of the LED ring. This most likely

shows which direction Alexa thinks the utterance is coming from. The Dot has one speaker that

is about an inch wide and facing downwards towards the openings at the bottom of the housing.

The speaker is housed in an extra piece of plastic casing at the bottom of the Dot (it is about

1 cm tall). This casing is glued together so I had to forcefully open it. Inside, there was nothing

but the speaker and 2 smaller pieces of foam. I assume this is some kind of an acoustic chamber.

Figure 5.2: Echo Dot has 6 microphones and 12 LEDs placed on the outer ring. In the centre,
there is another microphone surrounded by 4 analogue-to-digital converters.

The Dot has 4 analogue-to-digital converters [50] that might indicate that the Dot attempts

to process utterances as quickly as possible, while it only has 1 digital-to-analogue converter

because it does not need to do any processing on board for that. Thus, it seems that all the

Dot is doing is quickly process some raw audio data, perhaps performing noise cancelling, and

then playing back the response.
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There are some pre-recorded responses saved on the Dot, but they are merely the set-up

instructions or they point out that the Dot is not connected to the Internet and direct the user

to check the settings in the App.

5.2 Set-up Process

The Dot requires users to use the App to initially set it up and connect it to the Internet. First,

the Dot is put into a set-up mode during which it creates its own Wi-Fi hotspot. The user then

needs to connect their phone to this Wi-Fi. Once the App is connected to the Dot’s hotspot,

the user is prompted to enter the password of their local Wi-Fi network. The set-up is then

completed automatically.

The Dot will stay in set-up mode for about 15 minutes after which it would have to be

manually put back in the set-up mode. The Dot’s Wi-Fi is not password protected so I was

able to connect both my phone and my laptop to the hotspot at the same time. The Dot did

not detect that a laptop just connected rather than a phone. This was shown in the responses

from the Dot being exactly the same, saying that I was now connected, for both devices.

On my laptop, I used the command nmap -O [Dot-IP] to learn that the Dot is running

on an Android version 4.1-6.0 (Linux 3.4 or 3.10), which coincides with findings in some other

papers [19]. Additionally, with nmap , I managed to find three open ports: 443 TCP port

running HTTPS service, 8080 TCP port running HTTP-PROXY service, and 53 UDP port

running a “domain” service. I was not able to connect to any of these ports. The result I was

getting was an OpenSSL error which might have been a problem with the OpenSSL version

used with the curl command or the lack of appropriate certificates.

5.3 Connecting via USB

The Dot is powered via a Micro USB cable, a common type for many mobile devices, so it can

also be powered from the laptop. When I did that, I noticed that the Dot briefly connected to

the laptop like a normal phone would. The connection lasted for less than a second so I was

unable to explore the possibility of using the Android Debug Bridge (adb) to navigate around

the Dot’s filesystem.

After an unsuccessful connection, I used the dmesg command to find more details about

what happened. It seems that the Dot first tried to access an MT65xx Preloader (made by

MediaTek), which seems to be a Windows driver [51]. With a quick search online I found some
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other suggestions that the Dot might not be Linux compatible [52]. However, I also attempted

to connect the Dot to my Windows 10 machine, unfortunately, also without luck.

The Dot can be put in the fastboot mode by holding down the “dot” button on top of the

Dot while it is booting. However, unlocking the fastboot fails [53].

5.4 Network Traffic

I connected the Dot and my laptop to the same Wi-Fi network and monitored the traffic coming

from the Dot using Wireshark1. The Dot was sending multiple TCP packets per minute even

in idle state. These are probably keep-alive packets to maintain an active connection with the

server, as spotted in some other assistants [20]. These packets were being sent to an IP in the

US2.

When I triggered the Dot, the volume of traffic increased significantly. These larger TLSv1.2

packets were being sent to an IP in Ireland3. This was perhaps to reduce the response time and

distribute the server load more evenly. All packets were encrypted as expected so I could not

inspect the payloads.

Some requests were sent via an unencrypted HTTP. Most of the time it was only a connection

test, but as mentioned by [19] the firmware updates are also sent via HTTP. Since such update

cannot be triggered manually, I was not able to capture the update binary in an attempt to

perform some static analysis.

Such traffic analysis is the basis of en-route profiling.

5.5 Skills Store

I created a polite4 web crawler to analyse the skills currently available on the Skills Store.

I crawled the Amazon.co.uk store [54] and Amazon.com [55] store separately. I first collected

URL for each of skill categories and then navigated through all the skills in that category.

Because Amazon limits the number of pages per category to 400, I rerun the crawler a few

times, each time with a different skill ordering on Amazon website in an attempt to get details

of all the skills. I collected the skills’ names and URLs and I used URLs to remove duplicates.

The results are shown in Table 5.1.
1https://www.wireshark.org/
2https://en.asytech.cn/check-ip/143.204.194.136
3https://db-ip.com/52.95.121.236
4My crawler respected the robots.txt file and I added a 3 second download delay in order not to cause trouble

or get banned from the sites.
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Amazon.co.uk Amazon.com
All skills 31122 46791

Unique skills 26099 40613
Non-unique skills 5023 6178

Most common name Fun Facts (46) Whose Turn (74)

Table 5.1: Results from collecting skills from the Skills Stores.

Before a skill is accepted onto the Skills Store it needs to pass Amazon’s vetting process

which consists of automated and manual tests.

5.6 Skills’ Interaction Model

Each skill’s interaction model is built in Alexa Developer Console. It is used for defining the

sample utterances that are mapped to the skill’s capabilities. Each capability usually corresponds

to its own intent. There are some built-in intents that have a set of predefined sample utterances.

These intents are: FallbackIntent, CancelIntent, HelpIntent, StopIntent and NavigateHomeIntent.

The StopIntent is required to actually stop the skill, otherwise a runtime error is raised.

Below are some other details I learnt from the Amazon Developer Console [56]:

• Skill name needs to be 2-50 characters long.

• Alexa supports 8 different languages, but for some, e.g. English and Spanish, it distin-

guishes between different regions, e.g. US English and UK English.

• Skill invocation name needs to be at least two words long. It can only contain lower case

letters, spaces, apostrophes and periods (in abbreviations). Other characters (including

numbers) need to be spelt out. Invocation name cannot contain any of the words which

are assigned a special meaning in Alexa, e.g. “launch”, “ask”, “tell”, “open”, “Alexa”,

“Amazon”, “app” and similar.

• A sample utterance cannot consist of only slots; it needs a carrier phrase.

• Even though the Slot Type Reference [57] claims that a skill should use no more than one

SearchQuery type slot per intent, I managed to build a skill which used two such slots per

intent5.

• If a phrase slot (such as SearchQuery) is used in a sample utterance then no other slot

can be combined with it. Doing so results in the build error.
5This might be because they were never both used in the same skill session.
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• The response cannot exceed 8000 characters or 24 kB. The final recording (combined

converted speech and other audio files) cannot exceed 240 seconds. The re-prompt cannot

exceed 90 seconds in total.

5.7 Skills’ Backend

The easiest way to host the skill’s backend is as an AWS Lambda function. Another way is also

hosting it on an own HTTPS server with a valid, not self-signed certificate. Regardless of where

the main backend, which implements intent handlers, is hosted, it can make unlimited requests

to external APIs6. Because of this, I was able to send all the payloads my skills received back

to my server7 for a closer inspection (in the following chapters I will refer to this server as a

“malicious server”). Most of the payload carries information about how to display the response

card on devices with a built-in screen (including in the App). More interesting attributes that

are sent are [58]:

• applicationId: This is a unique identifier of the skill that that request is meant for.

Developers can use this to verify that the incoming request was indeed meant for their

skill.

• userId: A unique identifier for an Amazon account for which the skill is enabled. This ID

is re-generated each time a skill is disabled and re-enabled and is only generated for that

one skill8, so cross-skill tracking is limited.

• deviceId: A unique identifier for each device. The Skills Kit Reference [56] does not

mention that this ID is ever reset.

• apiAccessToken: This attribute contains an access token that is used for authorisation

with other Alexa APIs, such as Device Location API and List API. This token is different

in each request and encapsulates all permissions that users explicitly accepted in the App.

• Slot values: When slots are used, they will contain the value provided by the user. The

format of the value given is specified by the slot type. For instance, if a slot expects a

number, a numeric representation of the utterance is given, and if a slot expects a phrase

then a larger part of the utterance is transcribed and sent in the request.
6This will, however, increase the response time and worsen the user experience.
7This was a NodeJs server running on my laptop. I exposed it using an Ngrok tunnel (https://ngrok.com/).

The server’s URL looked like: https://< tunnelId >.ngrok.io, because I was using the free version. This required
an update of Lambda function each time the server was restarted, but I believe this was good enough for a proof
of concept. This server was used throughout the project with all the skills.

8The user ID is not reset if the skill offers consumable purchases.
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Amazon never sends a full transcription of an utterance to the skill’s backend. The only

way to obtain parts of the transcription is through slots. Additionally, even though the userId

changes every time the skill is re-enabled, the process is cumbersome, and a lot of users do

not use it [28]. Hence, some basic profiling might happen even across multiple sessions. Such

profiling can also happen using the deviceId as it is never reset.

5.7.1 Skills’ Backend Dependencies

The skills’ backend can be implemented in various popular programming languages, such as

NodeJs, Python and Java. I used NodeJs as it is the most common choice. I had to install

Alexa Skill Development Kit (SDK), available as an open source npm package, which has a lot

of other npm dependencies that were also installed.

Some of these dependencies might not be maintained regularly and a vulnerability in one

dependency could compromise a skill’s backend. Thus, even if a skill does not have malicious

intents it could be vulnerable to leaking users’ data through an unsafe dependency.

Due to time constraints, I did not go through all of these dependencies because there is more

than 50 of them. However, I did look at a few more interesting ones and found, for example,

that “oauth-sign” package still offers HMAC-SHA1 and RSA-SHA1 signatures, despite the fact

that SHA1 has been proved insecure due to the possibility of a collision attack [59]. If this

encryption is still used somewhere in the Alexa Skills Kit then it could potentially be exploited.

Additionally, developers might want to include some other dependencies, needed for their

specific skill, which might suffer from similar vulnerabilities.

5.8 Other Notes

Purchasing with Alexa is not enabled unless you have a one-click purchase enabled on the

Amazon account.

Voice profile is not enabled by default. When I created my voice profile, I only had to say

four sentences, which seems insufficient.

A privacy feature which enables deleting all the recordings of the day by saying: “Alexa,

delete everything I said today” is not enabled by default. It needs to be manually enabled in

the App first.

Traditional models for wake-up word detection use Gaussian mixture model – hidden Markov

model (GMM-HMM) approach, but Alexa supposedly uses a proprietary Deep neural network –
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hidden Markov model (DNN-HMM) approach [25].

Alexa understands English that is spoken in a range of accents, as shown in [60], and it can

also understand children fairly well, as shown in [61], but the understanding seems to mainly

depend on the annunciation. Often Alexa fails to recognise some of the English accents as they

tend to annunciate the words less (e.g. some British accents which often soften the pronunciation

of “T”-s and other letters). On the other hand, it easily recognises foreign accents and children

as long as they annunciate all syllables.
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6 Requirements

In this section, I will explain what security requirements Alexa will need to satisfy in order to

be considered secure. These requirements were composed before the testing began and partially

also served as a testing guidance.

Parties Involved

There are several different types of parties that can interact with the Alexa ecosystem. These

parties are defined below:

• Primary user: This is the owner of the device whose account is registered as the first

adult account on the Dot.

• Secondary user: This is the user whose account is registered as the second adult account

on the Dot. There can only be one secondary adult user [62, 63].

• Child users: Primary user can add up to four children to the Alexa Household [63].

• Other users: These are users who interact with the device but have no account registered

on it (e.g. guests).

• Amazon: Amazon employees and Amazon Affiliates.

Whoever does not fit into any of these groups should not be allowed to interact with the

Dot or the App in any way and should not be allowed to obtain any of the users’ personal

information.

A Primary user, a Secondary user and all Child users together are considered to be users of

the same household.
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6.1 Security Requirements

The three main goals are to protect the users’ personal information, prevent unauthorised

modification of data and ensure that authorised users can access the Alexa service at all times.

To satisfy these three goals, Alexa will need to satisfy the following requirements, respectively:

• Confidentiality:

RC1 User’s Amazon account credentials cannot be obtained by an unauthorised party.

RC2 User’s voice recordings cannot be obtained by an unauthorised party.

RC3 User’s usage statistics cannot be obtained by an unauthorised party.

RC4 User’s other Amazon account details (e.g. contact details, addresses, credit card

details) cannot be obtained by an unauthorised party.

RC5 Users within the same household cannot access each other’s personal information.

RC6 Any other personally identifiable information cannot be obtained by an unauthorised

party.

• Integrity:

RI1 Amazon account details (e.g. shipping addresses, credentials, contact information)

can only be modified by the account owner.

RI2 A Secondary user and a Child user can complete a purchase only if the Primary user

allows them to [64].

RI3 Other users cannot complete a purchase.

RI4 Network traffic cannot be tampered with (e.g. modification of over-the-air (OTA)

updates).

• Availability:

RA1 All users can interact with Alexa (within their rights) at all times.

RA2 All users can interact with any available skill at all times.

RA3 All users can access their Amazon accounts at all times.
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7 Attacks on Alexa

In this section, I will explain all attacks that have been discovered so far on Alexa. For each

attack, I will state a type of an attacker that can execute it, what that attack is aiming at,

what architectural point of Alexa ecosystem it is targeting and what equipment is required to

successfully execute the attack. I will also provide a description of how to execute each attack

and what are the consequences of it. All this information will be considered when evaluating

the feasibility and severity of the attacks in the next chapter.

Attacker Models

Different types of attacks require different types of attackers, which largely depends on the

means of executing the attacks. For example, some attacks require a physical contact with the

Dot, while others can be executed remotely. I separated attackers into three categories:

• Remote attacker: This attacker can exploit Alexa from the comfort of their home –

they do not need know where target devices are located or who these devices belong to.

• Close proximity attacker: This attacker needs to know where the target device is

located, they need to at least see the device from the outside of the household or have

a mean of controlling the device while still staying outside of the target household (e.g.

they are not allowed to break in).

• Attacker with physical access: This attacker requires a physical contact with the

target device at some point in time.

In addition, all attackers are assumed to have the knowledge to execute any type of attack.

They are also assumed to have access to a computer to prepare the attacks with (a computer

does not count as special attack equipment).

33



Attack Points

There are several points in Alexa ecosystem that could be susceptible to an attack:

• Microphones on the Dot: An attacker could directly exploit vulnerabilities of the Dot’s

microphones.

• Other hardware components: An attacker could perform a hardware hack that would

modify the Dot’s behaviour.

• Speech recognition and understanding: Since machine learning models for speech

recognition and speech understanding are not perfect, they can be exploited with carefully

crafted inputs.

• Voice interface: Alexa might leak some private information to unauthorised parties

through its voice interface.

• Poor lockout mechanism: Alexa only enables a poor lockout mechanism when using

PIN authorisation, which can be exploited.

• Poor authentication: Often wake-up word and, in some cases, using a voice profile are

the only two means of authentication which can be exploited.

• Users’ misconceptions about Alexa: An adversary could trick users that are not

aware of exact workings of Alexa.

• Network traffic: As the Internet is a public place, the network traffic might be an

interesting attack vector.

7.1 Questioning Alexa

Attacker model: Attacker with physical access

Target point: Voice interface of an Alexa device

Aim: Obtain user’s personal information by conversing with their device

Equipment: No equipment needed as the questioning happens directly on the target device

Description:

Alexa seems to answer any question it is posed with, so I wanted to check if Alexa might

also reveal any user’s personal or health information. This would require an attacker that has

access to an Alexa device so that they can talk with it. Most likely this would be a house
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guest or another user in the household, however, even in such cases some users might feel

uncomfortable sharing their health information (e.g. what medicine they need to take) or other

private information (e.g. bank account balance).

A similar research has been conducted on Alexa which was connected with some other

devices, such as a FitBit Surge Wearable Health Tracker [33]. They were able to obtain the

following personal information from Alexa:

• Current location
• Work location
• Music preferences
• Current heart rate
• Resting heart rate
• Steps count
• Sleep quality
• Food preferences
• Drink preferences
• Volume of drink
• Home location
• Sleep location
• Contacts
• Schedule

This demonstrates that when Alexa has access to personal information associated with

linked accounts it will share this information without a problem when no voice authentication is

used [33]. However, when they created a voice profile none of this information was available any

more.

Additionally, I wanted to see how Alexa would respond to the following commands:

• “What was the last thing I asked you to do?” or “Alexa, tell me what you

heard” : With these commands I managed to retrieve the last command if it was said in

the last minute. For example, I first asked Alexa “Who is Robin Williams” and then after

some time I asked her about my last command and it responded with “I heard: who is

Robin Williams”. However, if I waited too long, Alexa said it had not heard anything in

the last minute and that I can check the audio logs in the App. It is worth noting that

even if Alexa did not understand what the last command was, it will still say it back.

• “What were the last 5 commands I gave you?”, “What email is my Amazon

account associated with?”, “When was the last time I used the device?” : None

of these commands were understood by Alexa.
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• “What is my time zone?” : Alexa will tell what the current time zone of the device is.

• “What is my email address?” : Alexa responded: “I can’t look up your personal

contact information yet.”

• “What is my address?” or “What is my device location?” : Alexa responded:

“That is not supported yet.”

• “What is my latitude(longitude)?” or “What are my latitude and longitude?”

or “What are my coordinates?” : To the former, Alexa responded with “The lati-

tude(longitude) for London, England is 51.5085(0.12574) degrees north(west)” and to the

other two it responded with: “51.5 degrees north and 0.11 degrees west”. These coordinates

correspond to the location set for the device in the App settings. Even though Alexa

does not reveal exact device location, it will provide correct coordinates for the location

based on the town or city (not exact street address). This might not be as useful because

the attacker already has access to the device and knows its location. However, the user

can have a different location specified in the settings (e.g. if they often move the device

between their homes).

• “Who am I?” : Alexa sometimes correctly identified me by my voice, but it often did

not recognised me. When it did not recognise me, Alexa only said that this is “Luka’s

account”, but when it did recognise my voice it also told me my name.

• “Alexa, add gun/cocaine/methamphetamine to my shopping list” : Alexa added

all three items to the shopping list without a problem. Such behaviour might be harmful

for Child users as they might also get to hear what is on the lists.

• “Alexa, delete everything I said today” : Alexa responded with: “You can enable

deletion by voice on Review Voice History in the Alexa Privacy section of the Alexa app.”

This means this feature is not available by default. When I enabled this feature, the App

told me that anyone with access to my Alexa devices could delete voice recordings from

my account. This could be seen as a violation, because anyone could delete my voice

recordings even if I do not wish to do so.

• “Alexa, why did you do that?” : I first asked Alexa what the weather was like and

then I asked: “Alexa, why did you do that?” to which Alexa replied: “I thought I heard a

request for weather.” When I asked the same question again, it replied: “I tried to explain
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the last thing I did.” This is enabled by default and is one of the recently added privacy

features [11]

These findings suggest that Alexa will reveal some of private information, but which is still

fairly broad (e.g. it will tell the coordinates of the city but not the exact street address). All

commands that I tested were relying on native Alexa functionality.

Since I had a voice profile set up, I asked my sister to ask Alexa the same commands. All all

responses were exactly the same way. This means that anyone can access the last command,

coordinates, time zone, and all the lists on my account without a problem. This was expected

as the only user authentication mechanism that can differentiate between multiple users of the

household is voice authentication which proved flawed.

Another issue in a multi-user environment is that all commands are logged under one account,

so a Primary user can see interactions from Other users. Although, most users are not too

concerned about this as they are usually always near each other and will hear the interactions

anyway [26].

In conclusion, while native Alexa functionality seems to be protecting fairly well against

revealing private information, the research mentioned above [33] found that third-party skills

are less secure against such questioning.
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7.2 PIN Brute Force Attack

Attacker model: Close proximity attacker

Target point: Poor lockout mechanism

Aim: Complete a purchase, even if the user has set a PIN protection

Equipment: The equipment depends on how the attack is delivered. An attacker could simply

utter the commands or they could combine this attack with another attack. In this case the

equipment depends on the type of that other attack.

Description:

This attack can be conducted on its own or in connection with other attacks such as the

Dolphin attack or Light Commands. The goal is to place an order and then guess the PIN

number the user is using to confirm the order.

Alexa allows the users to enable a 4-digit PIN verification for purchases. When a user

confirms the product they want to order they have two attempts to utter the correct PIN. After

that they must repeat the whole process of ordering. The issue is that this process can be

repeated any number of times [15].

Due to the poor lockout mechanism and because Alexa understands replayed speech and

even computer-generated speech, as well, it is very easy to write a program to simply try all

possible 4-digit PIN combinations. Indeed, researchers showed that this attack is possible [19].

They discovered that the process of ordering and entering two PINs takes about 30 seconds, so

exploring the entire PIN space would take well over a day. However, people normally do not

choose truly random PIN numbers. Hence, with a frequency analysis the attack time could be

reduced significantly [19].

7.3 Skill Squatting

Attacker model: Remote attacker

Target point: Speech recognition component of the Cloud

Aim: Cause users to invoke a malicious skill unknowingly

Equipment:

• Amazon and AWS account to host a skill (base plans are free of charge)

Description:

Skill squatting attack was defined as exploiting predictable errors to surreptitiously route

users to a malicious skill [31]. Thus, this attack exploits the way a skill is invoked and it is
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possible because of several vulnerabilities in skill names policies. Namely, Amazon allows two or

more skills to use exactly the same name (e.g. Haiku Reader), to use names that sound very

similar (e.g. Boil an egg and Boyle an egg) and they even allow one skill’s name to be included

in another skill’s name (e.g. skill Random cat facts includes the name of another skill called Cat

facts).

Since this attack has already been disclosed to Amazon [31], I wanted to verify if this attack

is still possible or if they have corrected any of these vulnerabilities. I looked at the skills

collected with my web crawler (see Section 5.5) and found that there is still plenty of skills that

have same invocation names. This coincides with findings of previous studies [31, 65], which

indicates that users can still invoke unwanted skills without realising. This does not necessarily

mean invoking a malicious skill. Skills with the same invocation names seem to be selected

randomly by Alexa [9].

To prove that such skill squatting skills can indeed pass the Amazon’s vetting process,

researchers managed to successfully publish 5 squatting skills to the Skills Store [32] .

A subset of skill squatting, called spear skill squatting, can also target individuals based on

their dialect or their gender [31].

The Skill Squatting attack is not particularly dangerous on its own, but it is a common first

step of other attacks, e.g. skill masquerading (see the next section).

7.4 Skill Masquerading

Attacker model: Remote attacker

Target point: Users’ misconceptions about Alexa

Aim: Trick users into revealing their private information to what they think is a legitimate skill

Equipment:

• Amazon and AWS account to host a skill (base plans are free of charge)

Description:

Skill masquerading happens when a malicious skill impersonates either a smart assistant or

one of the legitimate skills [65]. For example, a malicious skill that wants to steal users’ banking

information could wait to be triggered, perhaps through means of skill squatting, and then it

would start behaving like its legitimate counterpart by offering same functionality. A user will

not be able to tell that they invoked a malicious skill rather than the correct banking skill and

will thus interact with such skill the same way as with the legitimate one that they trust.
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It has been found that many users are not aware of the fact that some skills are developed

by third parties and not by Amazon [27], and not all users understand what smart assistants

are capable of or not [32]. Therefore, a malicious skill could impersonate Alexa and behave

as if Alexa supported advanced features, such as context switching. Context switching occurs

naturally in human conversations and happens when one of the speakers involved switches the

topic unexpectedly. For instance, during a conversation about cars one person could ask the

other one what the time is. The other person would respond by telling them the time and

then they would both resume the conversation about cars. This, however, is not supported by

Alexa. When a user triggers a skill, they can only use commands that that skill supports. If

the command is unknown to the skill it will respond with an error or a re-prompt. However,

if people lack this understanding, they could easily assume they are talking with another skill

they just supposedly switched to while in fact still talking with the malicious skill. A malicious

skill could try to impersonate a number of legitimate skills to increase its chances of success.

Another way to exploit the users lack of knowledge about Alexa’s working, is by faking the

skill’s termination as explained in the next section.

7.5 Eavesdropping Skill

Attacker model: Remote attacker

Target point: Users’ misconceptions about how Alexa works

Aim: Listen to private users’ conversations in attempt to overhear some valuable information

Equipment:

• Amazon and AWS account to host a skill (base plans are free of charge)

Description:

Eavesdropping skills belong to a subset of skill masquerading attacks. The idea is that a

malicious skill would fake its termination by saying “Goodbye”, but then it would actually keep

recording the conversations.

Faking of the skill’s termination relies on the fact that 78% of people expect a skill’s response

to tell them when it has finished executing [65]. Most commonly they expect the skill to say

“Goodbye” or they expect silence. However, when implementing intent handlers, the programmer

needs to specify whether to actually terminate the skill or not with the shouldEndSession

argument set to true or false . Thus, an adversary can send a response saying “Goodbye”

but set this argument to false . This would mean that even after saying “Goodbye” this skill
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would be listening for another response from the user.

The next step is to build an eavesdropping intent that would be able to accept anything

a user might say. Amazon does not send a transcription of the full utterance to the skills; it

only sends back transcriptions that correspond to the slot values. Therefore, I created a special

intent that understood any utterance that started with one of the more common words “I”, “So”

or “Well”. In addition, I also added sample utterances that started with “Stop”, “Cancel” and

“Exit” to verify if any of these commands, that were supposed to close the skill, can be hijacked

as well. All of these, were followed by a slot of type SearchQuery so that it was able to accept

any kind of speech. The reason I had to include an explicit word at the start is because Amazon

does not allow sample utterances that only consist of one slot.

Now a skill can fake its termination and is able to accept any input that follows one of

the common words. The last step is an attempt to keep the skill alive and listening for as

long as possible. To achieve this, I modified the custom eavesdropping intent and the built-in

FallbackIntent to respond with silence whenever Alexa heard any utterance. The FallbackIntent

had to be modified as well because it will be triggered when Alexa hears an utterance that

does not start with any of the common words specified above. What is more, Alexa allows a

response from the skill to include an audio file to enrich the user experience. Thus, by including

only a silent audio file in both the response (maximum duration 240 seconds) and a re-prompt

(maximum duration 90 seconds) I was able to keep the skill alive for more than 5 minutes. This

process repeats if Alexa manages to hear any input. I tested what such skill can do and found

that:

• Eavesdropping works most of the time but the transcriptions are not always entirely

correct (this is because of how Alexa matches the utterance to the SearchQuery type slot;

I discuss this in Section 7.10, as well).

• A built-in StopIntent cannot have attribute shouldEndSession set to false . This

means that the StopIntent cannot be used for prolonging the skill’s liveliness because the

skill would be closed when the audio response finished playing.

• With the custom eavesdropping intent, I was able to hijack the “Cancel” command, but I

was not able to hijack the “Stop” and “Exit” commands. This is good news as more than

90% of users use “Stop” to quit the skill rather than “Exit” [65].

• Alexa cannot simultaneously play a response and record the user. This means that even

though the skill can be kept alive for a long time, it can only record during the 6-second
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period while it is waiting for a command from the user.

A similar skill was developed by [66], as well, and they produced similar results. They also

suggested to include words such as “email”, “password” and “address” as the common utterance

starters in the custom eavesdropping intent, because they are likely to be followed by personal

information. In addition, they also managed to publish their eavesdropping skill to the Skills

Store, by updating an innocent skill after it has passed the vetting process.

Despite being reported that Amazon has started detecting empty recordings [32], I did not

have any trouble using them. Even if this detection is done during the vetting process the audio

files need to be hosted on an external HTTPS server (not on AWS Lambda), which means they

can easily be changed even without modifying the skill’s backend code.

7.6 Missense Attack

Attacker model: Close proximity attacker

Target point: Speech understanding component of the Cloud

Aim: Modify device settings (to conceal attacks), unauthorised purchase, spying (by invoking a

malicious skill or by initiating outgoing calls), injecting fake information (email, calendar events,

etc.) [4], control smart home devices (including smart locks)

Equipment:

• (Optional) a speaker to play the commands

Description:

A missense attack is defined as an attack with a command that is perceived by humans as

speech that is unrelated to the attacker’s intent [2]. Unlike with the indecipherable sound attack

(see the next section), a human can understand the sound signal perfectly fine. They just do

not realise that this signal could be interpreted as a different command in the Cloud.

There are two types of such attacks. In the first case, the command already gets transcribed

differently from what a human would understand. In principle, the reason this happens is the

same as in the skill squatting attack (see Section 7.3) – a voice recognition system is misled by

unrelated utterances which contain alternative meanings and homophones of the words in a

target command [2].

The second type of this attack targets natural language understanding rather than recognition.

This means that the command gets correctly transcribed, the same way a human listener would

perceive it. However, the command is then mapped to a different intent as the human would
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expect. For example, it was shown that Alexa understood utterance “How much ice-cream do I

have” as a command “How much money do I have”. In a more drastic example, Alexa understood

“What is a three phase current balance protection relay” as “What is my current balance”. In

both cases, Alexa responded as if a valid command was uttered despite the transcription being

very different from that command [2]. This shows that Alexa may consider the presence of

certain keywords as well as the syntactic structure to determine the most likely intent. However,

either of these two aspects could be enough to trigger an action [2].

Such adversarial sound signal may also be embedded in a radio or TV broadcast.

Figure 7.1: An example of a missense attack (taken from [2]).

7.7 Indecipherable Sound

Attacker model: Close proximity attacker

Target point: Speech recognition component of the Cloud

Aim: Same as Missense attack (see Section 7.6)

Equipment:

• A speaker to play the distorted sound signal

Description:

This attack involves generating a sound signal that is understood by Alexa as a valid

command but that is perceived as noise by humans. Unlike in the Dolphin attack (see the next

section), this sound signal is not inaudible.

Researchers showed that it is possible to generate such sound signal by modifying the

so-called Mel-frequency cepstral coefficients (MFCC) which is the most common representation

of acoustic features in most speech recognition systems [3]. Then they extracted these features
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and regenerated the adversarial sound signal by applying a reverse MFCC to these extracted

features [3, 15].

Figure 7.2: A diagram of a typical speech recognition system (taken from [3]).

They demonstrated that this attack is realistic on a Google Assistant. Since they did not

make any specific assumptions about how Google’s speech recognition system works, they

concluded that the attack is most likely possible on any other speech recognition system as well.

Similarly, researchers in [19] managed to hide the word “Alexa” by distorting everything but

the distinctive vocal features. They were only partially successful as an attentive user could still

make out the word “Alexa”.

Regardless, this attack can be prepared in advance through a trial-and-error process and

can be tested by an adversary on their own device. Additionally, this attack does not rely on

any specific algorithm for generating the adversarial sound signal, and only depends on MFCC

transformations which is a standard practice for speech recognition [3]. Because of all this it

can be deemed realistic on Alexa, as well.

Such adversarial sound signal may also be embedded in a radio or TV broadcast.
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7.8 Dolphin Attack

Attacker model: Close proximity attacker

Target point: The Dot’s microphones

Aim: Same as Missense attack (see Section 7.6)

Equipment:

• Ultrasonic speaker Vifa (e450) [4, 67, 68]; alternatively, a tweeter speaker ($52.30) would

also work [39, 69, 70]

• Signal source (can be a smartphone)

• Signal generator/modulator ($101.99) [4, 71]

• Audio amplifier ($129.95) [39, 72]

• An alternative portable set-up consists of a low-cost amplifier, an ultrasonic transducer,

a battery and a Samsung Galaxy S6 Edge smartphone (first three components cost less

than $3) [4]

Description:

This attack involves sending commands to Alexa using inaudible sound frequencies, i.e.

frequencies above 20 kHz.

First a wake-up word followed by a voice command need to be generated (either through

a TTS system or by recording audio). Then this recording passes a modulation stage which

essentially shifts all frequencies from the audible range of 20 Hz to 20 kHz, to above 20 kHz

frequencies (a detailed algorithm is explained in [39]). Lastly, this inaudible recording is

transmitted with a powerful-enough speaker.

Such audio is inaudible to humans, but a Dot’s microphone can pick it up, because these

microphones suffer from non-linearity which introduces new frequencies when the microphone

processes the sound. This phenomenon occurs before the sound is digitalised, so it is hard to

detect with software [39].

The possibility of this attack has been observed in several different devices that support

various smart assistants. The maximum distance, from which the attack is possible, also varies

depending on the device as well as the power of the ultrasonic speaker. For an Amazon Echo

device, which is a larger sibling of the Echo Dot devices, the maximum distance found was

239 cm with the tweeter speaker [39] and 165 cm with a Vifa speaker [4].

I was not able to perform this attack myself due to lack of resources. However, the attack

is nicely demonstrated here [40] and here [73]. On Alexa devices, researchers demonstrated

45



this attack by adding items to the shopping list [39] and opening the back door [4]. These

demonstrations prove that various inaudible inputs are consistently being recognised correctly.

The downside of this attack is that it can only be executed from fairly short ranges with

very expensive equipment. Using the alternative portable set-up, described above the cost is

reduced significantly, but so is the attack distance to as little as 2 cm [4].

Figure 7.3: An example of a Dolphin attack on a smart watch (taken from [4]).
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7.9 Light Commands

Attacker model: Close proximity attacker

Target point: The Dot’s microphones

Aim: Same as Missense attack (see Section 7.6)

Equipment (prices taken from [5]):

• Laser pointer ($13.99-$17.99)

• LD5CHA laser diode driver ($339)

• Neoteck NTK059 sound amplifier ($27.99)

• For longer range attacks a telephoto lens (Opteka 650-1300mm, $199.95) can be used to

focus the laser and a geared tripod head can be used for greater accuracy. In this case, a

telescope or binocular might be needed to see the target device [5].

Description:

This attack exploits a photoacoustic effect that occurs on MEMS (micro-electro-mechanical

systems) microphones which can interpret a correctly amplitude-modulated light as a valid voice

command [42]. It is still unclear why exactly this occurs.

Figure 7.4: An example of a Light Commands attack on Google Home from a building
70 metres away (taken from [5]).

Such an attack works with any type of light not just lasers. This has been demonstrated

with the Acebeam W30 laser-excited flashlight [5]. The colour of the laser does not matter and

it even works with infrared light and through a window [42].

For this attack to succeed, attacker needs to be able to focus the laser beam precisely on the

device’s microphone. This becomes significantly harder when the distances increase but it is still

possible with some extra equipment as described above. All tested Alexa-enabled devices are

susceptible to such an attack from distances of at least 50 m [42]. When using a lower powered
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laser, researchers demonstrated that this attack works from 110 m, as well, but they claim the

only limitation was the size of their testing environment. They also could not perform longer

range experiments with higher powered lasers due to safety concerns as such lasers can be very

harmful [42].

I was not able to perform this attack myself due to lack of resources. However, the attack

is nicely demonstrated here [5] and here [74]. Researchers showed that they can execute any

command using a laser, including brute forcing a PIN number [42].

Figure 7.5: A cheaper set-up for the Light Commands attack (taken from [5]).

7.10 Vishing Skill

Attacker model: Remote attacker

Target point: Users’ misconceptions about Alexa

Aim: Obtain private user information by employing social engineering through a skill’s dialogue

Equipment:

• Amazon and AWS account to host a skill (base plans are free of charge)

Description:

Vishing (also voice phishing) is in essence the same as phishing – an act where an adversary

attempts to scam users by making them believe they are using a legitimate service. Vishing
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usually involves an adversary calling a person on the telephone and extracting personal informa-

tion from them through social engineering techniques. I use the term vishing here because a

malicious skill can also mimic similar social engineering techniques to scam the user. Arguably,

the user might even trust such a skill more than a real person on the other side of the telephone.

Normally, when a skill needs to access users’ private information, such as their address (e.g.

for shipping purposes or ordering a cab), it should trigger a permissions dialogue in the App.

The user would then have to open their phone and manually enable the specific permission [75].

However, since Alexa seems to transcribe any utterance given by the user, I wanted to verify if

there are any built-in restrictions as to what type of information a skill can ask the user for and

if an adversarial skill could still somehow learn users’ private information without utilising the

permissions dialogue.

To test this, I developed a simple vishing skill (a Hero Story skill) that asks for the user’s

name and location and then uses them in a short superhero story1. Then it asks the user if

they liked the story and offers to send them more similar stories. If the user says they want

to be sent more stories, the skill offers to send it by post or by email. Accordingly, it asks for

either the user’s address or email through the voice interface.

To obtain such information, Alexa offers different slot types. To obtain the name, I used a

Person slot type and for location I used a City type. Obtaining an email or an address was

a bit trickier, as Amazon currently does not provide a slot type for an email or an address2.

For the address they offer some types that focus only on specific parts of an address, such as

StreetAddress, StreetName, City, Country, but none of these allows to obtain an entire address

at once. However, there is one slot type that would listen and transcribe a whole phrase – a

SearchQuery slot type. This type was designed to capture a more open-ended user input or for

search queries a user might enter into a search engine.

Thus, I was able to capture an email and an address successfully with the SearchQuery

slot. Even if they were not transcribed entirely correctly, the mistakes were easy to understand

and correct by a human reader. For example, “@” was usually transcribed as “at” and “.” was

transcribed as “dot”, which was expected. Interestingly, an address “127 Stamford Street” was

transcribed as “6:59 Stamford 3” and an address “30 Aldwych, WC2B 4BG” was transcribed as

“30 Aldwych wc to be for BG”. However, an adversary who knows these were supposed to be

valid addresses could still make out the correct addresses, by replacing “to” with “two”, “for”
1The idea is that the skill personalises the story by naming the superhero with the user’s name and placing

the scene to the user’s town. A real attacker could come up with more convincing and interesting scenarios by
adding more specific details about that location and by offering larger variety of stories.

2Types EmailAddress and PostalAddress do exist, but the former is currently only available in a preview
release for Amazon Lex [76] and the latter is only available in a beta release [57].
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with “four” and “be” with “B”.

Another example of a vishing attack was presented by [66]. Their tactic was to present the

user with a message: “This skill is currently not available in your country” when they invoke

the skill. Then they inserted a minute-long pause, after which they prompted the user to say

their password with: “An important security update is available for your device. Please say

start update followed by your password.” A user that is not aware that Amazon would never

request a password through the voice interface, could easily get scammed. What is more, the

researchers managed to publish this skill to the Skills Store. They first published an innocent

skill which easily passed the Amazon’s vetting process and then later they updated the skill’s

functionality to perform vishing.

It has been shown that skills can be updated any number of times after they have been

accepted once [15, 65, 66]. The vetting process does not repeat after an update. This implies

that an attacker could publish also a simple story-telling skill described above and only update

it to ask for user information after it has been accepted to the Skills Store.

In summary, ability to update the skill after vetting and the users’ misconceptions about

how Alexa works make a vishing skill attack very realistic.

7.11 Phishing Skill

Attacker model: Remote attacker

Target point: Users’ misconceptions about Alexa

Aim: Attempt to steal user’s credentials by redirecting them to a fake login website

Equipment:

• Amazon and AWS account to host a skill (base plans are free of charge)

Description:

With this attack, I wanted to explore a possibility of a classic phishing attack (unlike the

voice phishing attack described in the previous section).

For this purpose, I developed a simple Gift Organiser skill. The idea was that this skill

would help the user to organise what gifts they have left to buy, for example, during the busy

Christmas time. The skill first creates a new Gifts list (in addition to the built-in Shopping and

To-Do lists). Then a user can say “Add a football for Michael to my gifts list”. The skill then

adds this item to the Gifts list, but it also adds the second item to the list which is “Finalise

gift basket at: [URL].”
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Figure 7.6: An example of an outcome after using a Gift Organiser skill.

The URL in the second item is a malicious URL that is pointing to a fake Amazon login

page which is hosted on my malicious server. This URL mostly consists of random numbers

and letters as described in 5.7, but an attacker could, for example, use a short URL made with,

say, Bitly3 which would then open a fake Amazon login page hosted on a domain with a similar

name to www.amazon.com. For instance, a domain www.amazom.com is still available at the

time of writing and is similar enough to the legitimate domain name to not trigger any suspicion

to an inattentive user.

The fake Amazon login website is essentially an actual login page that I only slightly modified.

To obtain all the HTML, JS and CSS files I simply went to the Amazon’s login page and used

CTRL+S command to save the website and all the necessary files were downloaded automatically.

I then only changed the HTML form action parameter to point back to my server. To make

the website even more convincing and “explain” to the user what is happening I included a

small warning on top of the page, saying that they have been redirected from Alexa and then I

prompted them to sign in for additional security. I did not even have to write the HTML and

CSS for the warning box as it was already implemented by Amazon. I only changed its visibility

and its text.

I did the same for a desktop version and for a mobile version of a login page, so that the

site was convincing regardless of the device used. After the user enters the credentials on this

fake login page, their credentials are sent back to my server. I then redirect the user to a “Gift
3https://bitly.com/
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Figure 7.7: A spoofed Amazon login page.

baskets” section on actual Amazon website. This could alert some more users, but at this point

I would already be in possession of their credentials. I showed both spoofed pages to 10 other

people and they all confirmed that the pages are indeed very believable, which means that a

certain percentage of people could indeed get scammed. Due to ethical reasons, I did not deploy

this skill to test its full potential.

Regardless, I did manage to learn the following. When the malicious URL is added to the

Gifts list it is not made clickable by Alexa. Despite this, mobile OS-s often provide shortcuts

for text that looks like a URL, so I did not have to manually copy and paste the URL to my

browser. Rather, my phone offered to open the URL in browser as soon as I just clicked on

it once. On the contrary, when I opened the Gifts list in my browser in my laptop, I had to

manually copy and paste the link to the URL section.

The URL could also be added to the response cards that are displayed in the activity log

and on devices with a screen. These URLs are also not made clickable, since they are considered

bad practice [77]. Additionally, I could only copy and paste a URL displayed in activity logs
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from the browser interface. I could not copy the URL from a card in the App. This is good

as users would have type in the URL manually, which is less likely. On the other hand, an

adversary could display a fake customer contact number, as suggested by [32], which would be

the first step of the more common vishing attack - in person over the phone.

Note that any website could be spoofed the same way as described above to obtain credentials

for other platforms. Additionally, an adversary could set that malicious link only appears once in

every 100 times, instead after every item added like in my prototype skill, to reduce suspicion.

7.12 Profiling

Attacker model: Remote attacker or Close proximity attacker (depends on type of profiling)

Target point: Network traffic between the Dot and the Cloud

Aim: Obtain private information sent over the Internet or infer users’ habits

Equipment: No special equipment needed

Description:

As defined in [15]: “Profiling identifies, infers and derives relevant personal information from

data collected from users.” This includes their interests, behaviours and preferences.

There are several different types of profiling. The first one is referred to as en-route profiling

and requires access to the network traffic of the user. According to [15], the most plausible

adversary could, thus, be a dishonest or unethical Internet service provider.

To see how this traffic behaves, I used Wireshark to scan the traffic coming from the Dot

(see Section 5.4). Despite all this traffic being encrypted, it is still clear when a user is using

their device. Therefore, an adversary could learn their habits and infer when they are not at

home. Then they could perform a more elaborate attack on the device without the risk of the

user noticing it, or they could perform other crimes, for example break in.

Other types of profiling include processing of the user data that has already been sent to

the Cloud. One type of such profiling can happen by third-party skill developers [15]. A user

can explicitly say what private information, such as address and email, they want to share with

each skill through permissions but they have no control over what a third-party skill actually

does with that data and what they manage to infer from it. Users also cannot be sure how that

data is stored and shared with other third parties because the privacy policies are often missing,

invalid or irrelevant to the skill [12].

Finally, profiling can, and most likely does happen by Amazon. This is mainly done so to keep

improving the service and so that Amazon can offer the users more relevant content. However,
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due to advances in data analysis it is now possible to infer even some private information that

users might not want anyone else to know. For example, it has been shown that smart assistant

providers could be able to even infer the intimacy of a couple and how healthy their relationship

is [15].

7.13 Denial of Service

Attacker model: Close proximity attacker

Target point: The Dot’s network connection

Aim: Prevent Alexa from accessing the Cloud

Equipment: No special equipment needed

Description:

To test the behaviour against a denial of service (DoS) attacks I connected the Dot and my

laptop to the same network. I then run the command: nping --tcp-connect -rate=90000

-c 9000000 -q [Dot-IP] . While this command was running, I said “Alexa” to trigger the

Dot. The first time I said it, the Dot’s LEDs turned blue as normal, but they stayed on for

some time as if Alexa was still listening for a command (despite my saying the command very

clearly and very close to the Dot). The blue light turned off after about 25 seconds. Every

subsequent attempt to trigger the Dot resulted in LEDs turning red and Alexa saying: “Sorry,

I’m having trouble understanding right now. Please try a little later.”

This confirmed that the Dot is indeed vulnerable to such DoS attacks, which prevents the

users from using Alexa on the device.
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7.14 Cloud Spoofing

Attacker model: Remote attacker

Target point: Poor Cloud authentication mechanism in the skills’ backend

Aim: Trick a third-party skill into believing it was sent a request from Alexa and abuse this to

send malicious payloads to that skill

Equipment:

• Amazon account (base plans are free of charge)

• A server to host a mock skill (can be a laptop with a valid SSL certificate)

Description:

This attack was discovered recently by [6]. They discovered a vulnerability in third-party

skill servers (or endpoints). Each skill hosted on a developer’s own HTTPS server, receives

encrypted requests from the Cloud. This encryption is based on a public-key method, so the

Cloud encrypts the payload with its own private key and then the skill’s endpoint can verify

the signature using the Cloud’s public key. The issue is that the Cloud uses the same private

key for all the skills. Additionally, the Cloud also includes an ID of the skill that that payload

is meant for and a timestamp. Developers are encouraged to always verify this skill ID and

the timestamp. However, not all developers are experienced enough to correctly implement

this (especially because almost anyone with only some basic knowledge about programming can

create their own skill). As also discovered by [6], the Amazon’s vetting process is not thorough

enough to detect the lack of skill ID validation, which leads to the possibility of many vulnerable

skills already on the market. The attack is conducted in the following manner:

1. An attacker registers a skill with a fake intent that mimics the target skill’s intent (attacker

may need to guess intent and slot names if the intent expects any). This will ensure that

the target skill will understand the spoofed payload.

2. An attacker can trigger their own skill with the malicious payload. The Cloud would

then send a request to attacker’s endpoint. This request already contains the malicious

payload that will be sent to the target skill. For greater accuracy, the attacker can use a

text interface to trigger their skill.

3. The request that the attacker’s endpoint receives is already correctly signed by the Cloud.

4. Now the attacker only needs to capture and send this same request to the target skill’s

endpoint.
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Figure 7.8: A Cloud Spoofing attack (taken from [6]).

This endpoint will believe that the request is coming from the Cloud because it is encrypted

with the correct private key (the attacker never learns this key). However, this encrypted request

still contains the ID of the attacker’s skill, which could, if it was correctly implemented, be

detected by the target skill.

Researchers [6] managed to successfully perform this attack (with non-intrusive queries) on

219 real-world skill endpoints. They found that a lot of these vulnerable endpoints are used by

skills for controlling electric cars, smart locks, security cameras and similar.

Attackers may also use this approach to perform SQL injections attacks on the third-party

servers that do not correctly implement SQL injection defence mechanism (e.g. sanitising

inputs) [6]. While this attack worked on their own skill, the real-world attacker would probably

need to guess the SQL database structure making such attack less viable.
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7.15 Spy Bug

Attacker model: Attacker with physical access

Target point: The Dot’s hardware

Aim: Eavesdrop and record user whenever the Dot is plugged in

Equipment (prices taken from Amazon [78]):

• Arduino Pro Mini (£10.25)

• Adafruit Electret Microphone Amplifier – MAX9814 (£7.79)

• SD Card Module (£2)

• Micro SD card (£10.99 for 64GB)

• (Optional) SIM800L GPRS GSM Module (£7.99), SIM card with mobile data plan,

Lithium Ion Polymer Battery 3.7V/4.2V battery (£15-£25)

Description:

After I opened up the Dot to check for any additional debug ports (which were not there), I

noticed it was very easy to put the Dot back together without leaving any marks on the housing.

I realised that should there be a way to modify the Dot and sell it from 2nd hand, the new

owner will have no idea that the Dot has been opened.

Figure 7.9: Echo Dot’s “acoustic chamber” before and after I removed some of the plastic
casing. The bits of it that I left in keep the speaker and the ports in place.

Attempting to modify the chipset and other components would require too much time and I

would risk destroying my Dot completely (by “bricking” it). However, upon closer inspection,

I realised that by removing some of the plastic casing of the supposed acoustic chamber (see

Section 5.1) I would produce enough space to fit in a small listening device made with an

Arduino Pro Mini, an Electret microphone and an SD card module. This device can be powered
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directly from the Dot’s main circuit by connecting directly to Micro USB pins at the Dot’s

power supply port. Since the sound from the Dot is already not of the best quality, removing a

larger part of the acoustic chamber did not cause any noticeable difference to the sound quality.

Figure 7.10: A small listening device made with Arduino Pro Mini, a microphone and an SD
card module.

An attacker could buy some Echo Dot devices, plant such a device in them and then sell it

as a 2nd hand device. Then perhaps after a week or two of recording an attacker could report to

the buyer that there was a fault discovered in their device and offer to send them a replacement

device. Thus, an attacker would be able to obtain the recordings.

I wanted to upgrade this device to even use a GSM module (which can also fit inside the

Dot), which would enable me to record for some time and then spend some time uploading

the audio recordings to an FTP server. For example, the device could be set to record at the

times that people are most likely to be at home and put into uploading mode during the night.

Unfortunately, the SIM800L GSM module can sometimes draw 2 A of current which cannot be

provided with a Micro USB connector. A solution would be to use a small rechargeable Lithium

Ion Polymer Battery which I did not have access to. Additionally, I would run out of space to

include such a battery in the Dot.

However, a larger device, such as an Echo or an Echo Plus, could potentially have enough

space even for this upgraded device. Indeed, according to a cross section image of an Amazon

Echo (3rd generation) [79] it looks like there is plenty of space around the speaker for such

a device (including the battery). Should an attacker use this larger Echo device, they could

eavesdrop on the user indefinitely or until some hardware components fail (provided they can

keep topping up the SIM card and that the Echo device is plugged in).
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Figure 7.11: Spy Bug placed inside the Echo Dot.

With a quick search on Gumtree and eBay, I found around 100 Echo Dot 2nd generation

devices being sold and even more Echo Dot 3rd generation, Amazon Echo and Echo plus devices.

All these devices could possibly be modified without leaving a mark4.

The components I used to create this listening device are not the smallest in the market but

they are a good trade-off between size and price and accessible to anyone. It is worth stressing

again that, since this device has its own microphone, muting the Dot would not prevent it from

recording.

Another hardware modification of the Dot by directly connecting wires to the main circuit

board was shown in [80]. This further shows that the Dot cannot detect any major changes in

its hardware.

4To confirm this I would need access to other devices to inspect them in case Amazon introduced some
protection against opening these devices up in the newer generations.
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7.16 Miscellaneous Voice Attacks

Attacker model: Close proximity attacker

Target point: Poor authentication/Users’ misconceptions about Alexa

Aim: Same as Missense attack (see Section 7.6)

Equipment: No special equipment needed

Description:

In this section, I wanted to briefly describe some of the attacks that are in nature very

similar to the previously mentioned ones since they just provide different ways of exploiting the

same vulnerabilities, but I thought it was worth mentioning them for completeness.

Alexa has little limit as to who or what provides the voice commands. Therefore, it is

vulnerable to sound signals coming from radios, TVs, websites or essentially any other home

appliance with a speaker. This has occurred before, when Burger King prompted Google Home

devices to read about their burgers from Wikipedia in 2017 [24].

An attacker might also exploit vulnerabilities in smart TV-s and then stream a video with

voice commands for the target smart assistant via this compromised TV [34]. Same research

suggests that this way an adversary could order something online and pick it up in front of the

victim’s house before they even notice.

What is more, Alexa can even understand voice commands that have travelled through

physical barriers, which means an attacker could yell commands from outside the room and

possibly make Alexa unlock the door [19].

Poor authentication in Alexa’s multi-user environment in a combination with insufficiently

short PIN has been yet once again confirmed very vulnerable when a 6-year-old successfully

ordered an expensive dollhouse online [24]. This is sometimes referred to as a curious child

attack [10].
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7.17 Unsuccessful Attacks

This section briefly outlines past attacks and vulnerabilities that have either already been fixed

or have been proven unsuccessful on Alexa. I decided to include this section for completeness

and as a reference for future research who would wish to conduct a similar security assessment

on other smart assistants.

It was shown that a simple voice SQL injection attack does not yield a success. Researchers

told Alexa “Alexa, drop table orders”, but Alexa did not understand the command [19].

A replay attack involves capturing packets sent from the Dot to the Cloud and then sending

them to the Cloud again. The expected effect is a repeated command to which Alexa should

respond normally. However, researchers [19] showed that Alexa did not react which means there

are measures in place to protect against such replay attacks.

On older Amazon Echo devices, it used to be possible to boot into the Linux environment of

the Dot from an external SD card attached to exposed UART debug ports [20, 38, 53]. Thus,

they were able to gain remote root access to the device. This vulnerability has been fixed in

devices sold after 2017 [81].

Until it was fixed in 2017, a remote access could have been obtained also by exploiting the

Bluetooth BlueBorne vulnerability [20]. This has been quickly patched in many smart speakers.
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8 Evaluation

In this section, I will first summarise the findings and then conduct an evaluation of all attacks

by following the OWASP Risk Rating Methodology as described in Section 4.2.

8.1 Major Vulnerabilities

Most of vulnerabilities currently present in Alexa can be split into two major groups.

The first larger group of vulnerabilities results from the faults of the voice recognition and

understanding component of the Cloud and enables attacks, such as skill squatting, indecipherable

sound and missense attacks. Voice recognition is a difficult computational task and even humans

often struggle with understanding other humans when posed with new accents. However, humans

understand the concept of context much better so they can more accurately predict the words

that sound similar. For instance, Alexa could transcribe a word “tale” as “tail” and since it

supposedly uses a one-to-one mapping it will not conduct any post processing [16]. Thus, Alexa

could understand a “bedtime tale” as a “bedtime tail” which does not mean much. Should Alexa

use similar post processing techniques as Google Assistant [2] it could fix the transcription1

since words “bedtime” and “tale” are more often used in the same context.

A big issue is also the understanding of the users’ intentions and idioms. Human language is

very rich and every region contains their own idioms. Humans also use different intonation to

convey a part of the message. All these are difficult tasks which can result in misinterpretations

of various commands by Alexa.

The second group of vulnerabilities results from the weakest point in many systems – the

users themselves. Most users are not aware of how Alexa works and do not even know that

some skills can be developed by third parties [27]. Arguably, they would trust such skills

more, because they believe they were developed by Amazon. Users can also overestimate the

abilities of smart assistants and that can be exploited. Furthermore, many users believe that all

tasks, including handling permissions and account linking, can be completed through the voice

interface [27]. Additionally, users often fail to properly configure the security features available,

which might happen because these features are not available by default. Thus, as stated by [33]:

“The real vulnerability lies in the user’s own portal to conveniently access their data.”
1However, this introduces new attack possibilities, such as the nonsense attack [2].
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Such lack of awareness makes attacks, such as voice masquerading, eavesdropping skills,

vishing and phishing attacks very viable.

8.2 Evaluation of Previously Discovered Attacks

Since Alexa is developing rapidly, I wanted to explore which of the previously discovered attacks

are still possible and which vulnerabilities might have already been fixed by Amazon.

Skill squatting is still possible as there are still many skills with the same or similar names

in the Skills Store. Since this attack is usually done in combination with skill masquerading

they are both still viable attacks. Even though both vulnerabilities have been around since the

beginning, Amazon has not done much about it.

Similarly, vishing and eavesdropping skills can still exist on the Skills Store despite having

been reported to Amazon [66]. Amazon also replied that they have put additional measures in

place to prevent and detect this type of skill behaviour. They said it is no longer possible for

skills that eavesdrop to be submitted for certification and that they have put mitigations in

place to detect skills that ask users for their personal information [82]. However, when I was

testing my skill I did not have any problems. The reason might have been that the skills were

only tested in development mode. On the other hand, the execution of skills in development

mode still follows the same process as the execution of published skills, so perhaps the detection

of such skills by Amazon mentioned above only happens during the vetting process. Indeed,

due to their flawed vetting process, researchers showed that it is still possible to publish vishing

and eavesdropping skill to the Skills Store as of 17 December 2019 [66]. For these reasons, I

also believe that a social engineering type of a vishing skill, such as my Hero Story skill (see

Section 7.10), could also be published.

En-route profiling is still possible but can convey very little information. A more worrying

type of profiling is by third-party skills and by Amazon themselves. Even though there is very

little information about how exactly Amazon processes the users’ information, the fact that Alexa

explicitly told me that Amazon Music will contain interest-based ads indicates that Amazon

indeed processes user information also for reasons other than to improve voice recognition and

understanding models. Moreover, it has been reported that Amazon employees routinely listen

to the recordings to improve the voice recognition software [26, 83]. This poses a big privacy

concern, especially because privacy policies do not clearly state that other humans may be

reviewing the recordings [26]. Additionally, this indicates that user data is not encrypted in the

Amazon databases and that any employee with access to it could intentionally or accidentally
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leak private user conversations and other data. Another piece of evidence indicating that the

voice recordings are not stored encrypted can be understood from Amazon’s replies to the

Arkansas police in 2017. The police wanted to access the suspect’s voice recordings, but Amazon

refused to hand them in as this would violate the customer’s privacy [38]. If the recordings were

indeed encrypted, they would not be available neither to the police nor Amazon.

As users mostly place their devices in central locations or hallways [28], the Dolphin and

Light Commands attacks might be less feasible because the devices are unlikely to be close to

windows or doors. Also, Light Commands are much more likely in larger urban areas and big

cities because an attacker could more easily gain access to an elevated attacking position due to

many skyscrapers and other tall buildings.

8.3 Requirements Violation Summary

In Section 6, I presented the security requirements that need to be met for Alexa to be deemed

a secure system. Unfortunately, the attacks I listed in the previous chapter show that a lot of

the requirements are being violated.

In Table 8.1, I summarised which requirements are broken by which of the attacks. Most of

these violations are clear, but I justified others below.

Confidentiality Integrity Availability

Attacks \ Requirements RC1 RC2 RC3 RC4 RC5 RC6 RI1 RI2 RI3 RI4 RA1 RA2 RA3

Questioning Alexa 7 7

PIN Brute Force Attack 7 7 7

Skill Squatting 7

Skill Masquerading 7 7 7

Eavesdropping Skill 7

Missense Attack 7

Indecipherable Sound 7

Dolphin Attack 7

Light Commands 7

Vishing Skill 7 7 7

Phishing Skill 7 7 7

En-route Profiling 7

Other Profiling 7 7

Denial of Service 7 7

Cloud Spoofing 7 7

Spy Bug 7 7

Miscellaneous Voice Attacks 7

Table 8.1: Summary of which security requirements are violated in each attack.

Vishing skills and skill masquerading violate RC1 because they can both impersonate a

native Alexa behaviour and trick the user into giving them the credentials. Skill squatting
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partially violates RA2 because for skill names that Alexa consistently transcribes incorrectly,

they can be squatted and, thus, a user might never have access to that skill. Miscellaneous voice

attacks violate RI2 because of the curious child attack.

8.4 Risk Assessment

In order to gain a more structured security assessment of Alexa, I evaluate each of the attacks

(and, thus, each of the vulnerabilities they exploit) according to the OWASP Risk Rating

Methodology [45]. Even though the names of the Likelihood and Impact factors are the same as

in the methodology description, I adjusted the meaning of some of them to correspond more

closely to the type of testing I was doing. Namely, I considered the following changes:

• Ease of Exploit also considers the equipment needed for the attack. If an attack requires

more expensive equipment then it is “harder” to execute.

• Intrusion Detection takes into account of whether a user or Amazon can detect that an

attack is taking place.

• Financial Damage considers the damage towards the user rather than Amazon, because

Amazon does not tend to have any direct financial loss due to any of these attacks unless

a user stops using Alexa altogether as a result.

• Reputation Damage considers an impact on the use of Alexa should a greater number of

these attacks occur in real world.

• Non-compliance mainly depends on the security requirements summarised in the previous

section.

• Privacy Violation relates to the privacy of the user.

In Tables 8.2 and 8.3, I collected the ratings of each factor for estimating attack likelihoods

and attack impacts, respectively. Since commenting on each rating would quickly become

overwhelming, I will only justify the ratings for which I believe might not be immediately clear.

En-route profiling has a relatively high Motive because usage statistics can be very valuable.

On the other hand, its Opportunity is quite low because it requires access to the user’s network.

Light Commands has a higher Opportunity than the Dolphin attack because it can be conducted

from much greater distances. Despite the need for physical access, the Spy Bug has a higher

Opportunity because it can be prepared in advance before the target user actually owns the
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device. However, its Size factor is lower as it might not be feasible for an attacker from the USA

to attack someone in Europe through this approach; it is more feasible for attackers that can

send and receive packages for a lower price, i.e. attackers that live closer to the target users.

All attacks that involve implementing various skills can be completed from an attacker’s

home. Hence, they have very large Opportunity and Size factors. Most of these attacks can also

be detected by checking the user’s activity history for anomalies and unrecognised activity, but

since a lot of users do not check their history very often [26] the attacks may remain unnoticed.

Same holds for the Dolphin attack and Light Commands, but these two attacks can send a

command “Alexa, delete everything I said today”, a recent new feature [84], after having caused

something malicious in an attempt to delete the traces.

Intrusion detection is also fairly low for the skill masquerading attack, because as soon

as an impersonating skill fails to copy the exact behaviour, a regular user might notice that

something is wrong. On the contrary, Intrusion detection is very high for vishing and phishing

skills, because most users are not aware about how Alexa works and what kind of information

the skills can request from them, so even if the activity is logged it will not raise any suspicion.

Intrusion detection is low for indecipherable sound, cloud spoofing and PIN brute force

attacks, because indecipherable sound can still be recognised as a command by an attentive

listener [19], cloud spoofing can easily be detected by checking the applicationId parameter in

the incoming request, and a successful purchase by brute forcing the PIN would still result in

multiple order update and notification emails from Amazon to the user’s email address.

Dolphin and indecipherable sound attacks could cause a shorter period of availability loss

due to the possibility of jamming the device. Eavesdropping skill can also temporarily prevent

normal access to Alexa (the eavesdropping skill has to be stopped first) while it is playing the

silent audio files as a response. The cloud spoofing attack could crash a skill’s server with a

carefully crafted malicious payload and, thus, cause loss of availability for that particular skill.

Profiling by third parties and by Amazon is not completely unknown of, but its Accountability

factor is still very high because users do not exactly know what is happening with their data

and if any of the skills are also doing any profiling. This type of profiling also has a relatively

high Non-compliance score because privacy policies are not sufficiently verified by Amazon and

are often also missing [12].

Cloud spoofing has a very low Accountability factor because the target skill server can easily

trace the applicationId parameter back to the attacker’s skill.

Dolphin and Light Commands attacks do not directly disclose any personal information
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themselves, but would need to trigger an eavesdropping skill and disclose some information this

way. Thus, they have a low Privacy Violation factor. Skill masquerading has a higher Privacy

Violation factor because it obtains information that was meant to be (more or less) privately

conversed between a user and a legitimate skill.
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8.5 Evaluation Summary

I obtained the overall severity of each attack by combining data from Tables 8.2 and 8.3 as

specified by the methodology (see Section 4.2). The final results are collected in Table 8.4.

Attack Likelihood Impact Overall Attack
Severity

Questioning Alexa Medium Low LOW
PIN Brute Force Attack Medium Medium MEDIUM

Skill Squatting High Low MEDIUM
Skill Masquerading High Low MEDIUM
Eavesdropping Skill High Medium HIGH
Missense Attack Medium Low LOW

Indecipherable Sound Medium Low LOW
Dolphin Attack Medium Low LOW
Light Commands Medium Medium MEDIUM
Vishing Skill High Medium HIGH
Phishing Skill High Medium HIGH

En-route Profiling Medium Low LOW
Other Profiling High Medium HIGH
Denial of Service Medium Low LOW
Cloud Spoofing Medium Medium MEDIUM

Spy Bug Medium Medium MEDIUM
Miscellaneous Voice Attacks Medium Low LOW

Table 8.4: Overall severity of each attack.

The results show that three out of four high-severity attacks, namely vishing, phishing and

eavesdropping attacks, are executed through skills that can be published on the Skills Store by

anyone. This further indicates the importance of implementing a thorough and complete vetting

process by Amazon. The fourth high-severity attack is probably harder to avoid as profiling

by Amazon is one of their main goals for increasing revenues through targeted advertising.

But perhaps Amazon could put more measures in place to reduce profiling by third parties

which is also a big privacy issue since not all developers acquire the necessary experience to

correctly handle and store personally identifiable information and can, thus, leak users’ private

information (intentionally or unintentionally).

All medium-severity attacks require a target to be set in advance. For example, when

skill squatting, an attacker needs to know which skill they are trying to squat; with skill

masquerading, an attacker needs to know which skills it is trying to imitate. This is probably

the only reason why they are placed in a lower severity rank, but they are nonetheless a viable

attack opportunity.

Low-severity attacks cannot be executed on a large scale.
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9 Mitigation

Here, I will present what mitigation steps could be undertaken by Amazon to ensure a safer

and more trustworthy Alexa. Indeed, a lot of attacks could be prevented by users paying more

attention to what they are doing and educating themselves about Alexa, but with millions and

millions of users it seems unrealistic to expect this from every single one of them.

Below, I will summarise some mitigation steps suggested by other studies as well as propose

my own mitigation methods and security improvements.

9.1 Authentication

With only four available wake-up words, Alexa only offers very poor authentication mechanisms,

which makes it hard to properly manage which resources can be accessed by which user in the

household. Even if it offers biometric voice recognition this mechanism is not sufficient because

users’ voices tend to change with age, illness or tiredness [34].

Thus, the first reasonable suggestion would be to allow the users to set any word they want

as a wake-up word. This would make it much harder for anyone else to guess it which will also

prevent them from executing any other commands.

To prevent accidental recording, Alexa could play a short sound signal whenever it is

triggered, regardless of the volume set. This could alert the user when Alexa would, for instance,

mishear its name. Another option would be that if the wake-up word match is only, say, 80-90%

accurate, then Alexa could ask the user “Did you call me?”, which would present another layer

of authentication.

Alternatively, to increase the accuracy of recognising only the correct wake-up words, I

propose the following. Whenever Alexa is triggered with a wake-up word, it will initially only

send a recording of this wake-up word to the Cloud. Since the Cloud has access to more resources

it could more accurately transcribe it and verify if it is indeed a valid wake-up word. In the

meantime, the Dot would keep recording the rest of the supposed command, but will not send

the recording of it to the Cloud until it receives a confirmation from the Cloud that a correct

wake-up word has been uttered. If the Cloud rejects the wake-up word, then the Dot would

stop recording and discard the command.
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I also found other interesting suggestions in the literature. For example, paper [34] mentions

a wearable device that would collect skin vibration signal, which would give another confirmation

signal to Alexa that the user is indeed the one talking. However, users might be reluctant to

wear such a device all the time.

Researchers in [25] suggested implementing a tagging device (perhaps a phone with a special

app) that would emit some kind of an acoustic signal which could be audible, inaudible and even

hidden (like a watermark). This signal would be embedded in the utterance recording and would

notify the Cloud whether the user has given their consent to be recorded or not. Whenever the

Cloud detects this tag it would immediately discard such recording before processing it any

further [25]. A user could activate such a device whenever they do not wish to be recorded.

A Wi-Fi technology based authentication system has been proposed by [34]. This means that

a user could wave their hand to un-mute the speaker and then use the device as normal. They

used Wi-Fi rather than infrared signal because Wi-Fi is already installed in people’s homes, it

is cheaper and it is not restricted by the light-of-sight propagation. They show that this system

reliably only recognises indoor movements.

9.2 User Awareness

As mentioned, it is unlikely that all users will learn about all privacy controls prior to using

Alexa. Therefore, a possible solution would be to remind them about these controls while they

are using it. For example, Amazon could highlight the main security points when the user first

registers a device with their account. They should be explicitly informed that skills can be

developed by third parties, that they should never give their emails, passwords, addresses, card

details and other personally identifiable information through the voice interface even if asked to

do so by the skill.

Visual cues with LEDs are often insufficient because Alexa can also be used while the user

is not looking at the Dot. Therefore, [38] suggests playing a notification sound at the start

and the end of each request. Similarly, [27] proposes playing a different sound for native and

third-party skills. They further suggest that a skill could announce the developer’s name and

similar information to the user when the skill is first enabled. However, they also argue that

both suggestions might interfere with the idea of a seamless voice experience that Amazon is

trying to build.
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9.3 Vetting Process

Amazon’s vetting process should be one of the main defences against many vulnerable and

malicious skills, but in reality, this process is flawed and misses various important checks [6].

Amazon performs both automated tests and manual tests, which is a better scheme compared to

Google Assistant which only conducts manual tests [6]. Despite this, Amazon’s review process

might still be less thorough due to the sheer volume of skills.

Many attacks could be easily prevented just by making the vetting process a little bit more

thorough. Firstly, Amazon could adopt a similar policy as Google Assistant and disallow skills

with the same names or skill names that contain other skills’ names. They should also extend

the list of disallowed words in the skill’s name with words such as “I”, “please”, “thanks” and

similar. Secondly, for their skill to pass the vetting process, developers will need to prove that

external APIs that their skill is using are legitimate and secure. And thirdly, they should add

more thorough automated test. For example, a skill that is vulnerable to the Cloud Spoofing

attack could very easily be detected by simply sending a request with an invalid applicationId

to it and see if it would result in a successful response.

Another issue is that once a skill passes the vetting process, it can be updated any number

of times without being re-verified. Amazon could at least run the automated tests on each

skill whenever it gets updated. I suggest that skills hosted as an AWS lambda function get

automatically tested whenever a new version is uploaded. For skills that are hosted on private

servers this might not be possible as Amazon has no way of telling when that skill’s backend is

updated. Thus, Amazon could randomly trigger automated tests to verify that such endpoints

are still secure. Developers would not be able to tell when the tests will be taking place, so the

chances of changing the skills to perform something malicious after the vetting process would

decrease. Such tests should also include verifying the audio and other resources sent as part of

the response to avoid the skill’s attaching, for example, silent audio files to their responses for

the purposes of eavesdropping.

Amazon should reduce the number of skills and check them more thoroughly like Google

does it. But perhaps a really good and robust system is not their priority. Maybe they want

everyone to be able to create almost any skill they want so that then Alexa can spread even

more as some people will just write skills for fun and then share them with their friends who

could, in turn, also learn about other Alexa features and decide to buy one for themselves,

increasing the Amazon’s revenue.
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9.4 Hardware Hacks Mitigation

Since hardware hacks, like the Spy Bug described in Section 7.15 can only be carried out on

devices sold from 2nd hand, the best way to prevent such an attack is for each user to avoid

buying used devices and always buy Echo Dot from the trusted sellers. If it is in Amazon’s

interest to prevent re-selling of these devices because they want more people to buy the device

from them directly, then they only need to let the users know that this attack can occur on

used devices, but not new ones, and, thus, deter the users from ordering elsewhere.

However, if it is in Amazon’s interest that as many devices are being used as possible, then

they might be happy with people re-selling their used devices. The rationale behind this is that

they would rather see the re-selling of their device to another person who might actually start

using it, than see the first person keep the device in a box, completely unused. Perhaps the

other person would use the device more often and become used to it. In this case, Amazon

should ensure that the devices cannot be opened up without leaving obvious marks that would

alert the new user that the devices might have been tampered with.

9.5 Profiling Mitigation

A possible solution for en-route profiling might be mimicking the traffic that the Dot sends to

the Cloud at random time intervals. This would make inferring actual usage statistics much

harder. Simply telling the users to unplug the Dot when they are not at home might not be the

best idea because if someone is watching the traffic frequency they will notice that the devices

are not being used even more easily.

9.6 Skill Squatting Mitigation

A lot of skill squatting attacks could be prevented if Amazon added a word-based and a

phoneme-based analysis of the new skill’s invocation name to the automated vetting process

and, thus, detect the potential skill squatting attacks [31].

Alternatively, Alexa could implement manual enabling of skills that have same or similar

names to any other skill. This way a user could explicitly select with which skill they want to

interact with in the future requests.

74



9.7 Skill Masquerading Mitigation

Researchers in [32] implemented a context-sensitive detector which consist of the Skill Response

Checker and the User Intention Classifier. This detector is used to detect anomalies in the user’s

conversation with the running skill and alert them if a potential risk is detected. Since this

approach turned out to be very successful it could prevent a lot of skill masquerading attacks

where a malicious skill tries to impersonate Alexa.

9.8 Dolphin Attack Mitigation

The issue with Dolphin attack is that the conversion from ultrasound to audible frequency range

occurs on the hardware before it is even converted into a digital signal. This makes Dolphin

attack detection with software very difficult, but not impossible. Researchers in [4] showed that

they can use a classifier to successfully differentiate between the features of modulated voice

commands and genuine ones.

A good solution against Dolphin attack would also be microphone enhancement. As explained

in [4] current MEMS microphones allow for frequencies above 20 kHz. Thus, having a microphone

designed to suppress any sound signals with these frequencies would prevent Dolphin Attack

completely. Alternatively, they suggest using inaudible voice command cancellation which would

work with legacy microphones [4].

9.9 Light Commands Mitigation

To protect against the Light Commands and other similar attacks where an adversary cannot

directly hear or eavesdrop on the smart speaker, researchers suggested adding an additional

layer of authentication which would ask a user a simple randomised question [42]. They also

point out that in the case of a Light Commands attack, only one microphone will detect a

malicious input signal. This, however, is not normal as the signal is typically similar on all

microphones. This could be used to effectively detect most Light Commands attacks1. They

also suggest a range of hardware solutions which would hinder the laser waves, but they also

added that an attacker can always use a laser to burn through these barriers.
1The researchers showed that the attack is successful even with a wider-beam flashlight [5], but this would

make an attack much more obvious if executed from afar, lowering its feasibility.
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9.10 Other Security Features

During my testing and research, I came across some other features that could be implemented

to enhance security, privacy, and in some cases even user experience. These are:

• User voice recordings that are considered sensitive could be automatically deleted [26].

• If Alexa is not more than, say, 90% sure which similar-sounding word (e.g. “tale” or “tail”)

has been said, it could ask the user something like: “Do you mean ‘tale’ as a story or ‘tail’

as an animal body part?” This could reduce the mistakes in invocation as well as provide

an even more personal feel to Alexa.

• To improve the PIN lockout mechanism, users would have to re-enable the purchasing

from the App whenever the PIN is incorrectly entered more than three times. Instead of

using a 4-digit PIN, Amazon could also allow the use of passphrases which are easier to

remember while offering a much greater entropy [19].

• After a command is transcribed, the audio recording should be encrypted first and then

stored in a way that only users will be able to listen to their own recordings. Amazon

could then request users to correctly transcribe any command that Alexa got wrong, which

would then be sent to the speech recognition model for learning. This would happen

automatically and both the audio recording and the transcription will be discarded after

the learning step. This would restrict Amazon employees from accessing the users’ voice

recordings while enabling the voice recognition models to keep learning.

• Amazon should disallow URLs to appear in users’ lists as having URLs in the lists is an

unlikely use case. Alternatively, Amazon could prompt the users before they open a URL

and ask them if they trust that domain. A user would then have to explicitly agree to

opening such URLs.

• Intents that expect an answer or a follow-up from the user should not contain words

like “password” and “email” in their prompts. This would possibly prevent the skill from

asking for sensitive data directly.

• Amazon could provide an option for a user to lock their Alexa devices. To unlock them

they would have to provide a PIN or a passphrase (that can be different from the PIN

used for payments). Since this can be done through the voice interface, it will potentially

be more useful than having a physical mute button on the device.
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10 Conclusion and Future

Work

When I started this project, I assumed Alexa would turn out to be an overall a fairly secure

system because it is developed by a big tech company. However, I discovered that certain design

decisions made by Amazon exposed Alexa to several medium to high severity attacks, with

vishing and phishing attacks being two of the biggest threats. It seems that a lot of these

decisions were based on the trade-off between usability, privacy and security, where the latter

two usually came second. A lot of vulnerabilities also result from the user’s lack of knowledge

about how smart assistants work. Because such systems only reached a broader public in the

last decade, many people are still coping with entirely grasping these new design principles.

On the other hand, Amazon is, like many other tech giants, a big data collecting and

crunching machine and until they offer more transparency over what actually happens behind

the scenes there will always be some reluctance from fully trusting Alexa.

Future Work

The future research could build on this security assessment and explore some more advanced

potential vulnerabilities that I did not have a chance to explore due to the time constraints. One

thing to research further is how the Android OS that the Dot is based on could be exploited.

Similarly, the Alexa App can be linked with many other smart home devices and it is unclear

how secure this linkage is.

Another potential vulnerability lies in unencrypted over-the-air (OTA) firmware updates for

Alexa devices. It will need to be verified whether these updates are cryptographically signed

by Amazon. If they are, then it is unlikely that modifying this update binary would yield any

success. Potentially, if only some random bits are changed in this binary, it might result into a

faulty update which could “brick” the device.

Since the skills’ backend is often built with programming languages that allow the usage of

various open source dependencies and libraries, it will be interesting to check how a vulnerable

dependency could leak any user data.
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Parents can enable parental controls (called FreeTime) on Alexa which will allow children

to use Alexa without accidentally accessing the content that is not appropriate for them [85].

Unfortunately, this feature was not available on my device, so it remains to be tested.

Another feature that was not available on my device is memory [7]. This enables users to

tell Alexa what to remember so they can retrieve this information later. It will be important

to verify if Alexa can tell which user told her to remember what and if users can retrieve each

other’s information.
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A Spy Bug Schematics

Here I included precise schematic and a wiring diagram for the Spy Bug. Both were created

with Fritzing1.

Figure A.1: A precise Spy Bug schematic.

Figure A.2: A wiring diagram for the Spy Bug.

1https://fritzing.org/
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